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The combustion process of a gas-fired pulse combustor was simulated using a CFD model to understand the flame structure, gas characteristics in the burner and the resulting pulsations. The numerical results satisfactorily compare with available experimental data. Operational characteristics such as the specific impulse, thrust output-to-power input ratio, etc are computed to evaluate the combustion performance. Selected gaseous fuels such as low molecular weight hydrocarbons, high molecular weight hydrocarbons, bio-fuels and mixed fuels are tested for pulse combustion and their operational properties are presented and compared. It is observed that the combustor can self-adjust automatically at least over a certain range of parameters which makes it suitable for different gaseous fuels. A series of tests have been conducted to find out the effectiveness of the new geometric design of the gas-fired pulse combustor. It is found whether a new PC geometry design can sustain pulse combustion is mainly dependent on the geometric parameters and a given pulse combustors can switch fuel as needed with minor change in performance. Such studies are expected to yield better designs of the pulse combustor leading to more industrial applications in future.
Modeling of Pulse Combustion

1. Introduction

Pulse combustion are being developed and used in a growing number of applications utilizing different fuels, and they have demonstrated their main virtues of compact size, high thermal efficiency, and low pollutant emissions, etc. Due to these merits, pulse combustion has wide applications ranging from powering propulsion devices to incineration to drying. In pulse combustion drying, short drying time, high energy efficiency, improved product quality and environmentally friendly operation are noted as the key advantages and pulse combustion drying is regarded as the drying technology of future. A typical gas fired pulse combustor has an air/fuel inlet valve, a combustion chamber and a long tailpipe. Its operating principles are shown in Figure 1. When air and fuel are first introduced into the combustion chamber and ignited by a spark ignition, the first combustion occurs, the pressure inside the combustion chamber rises and the combustion products expand and leave the combustion chamber for the tailpipe. There is a flapper valve at the inlet which is in a closed position at this time and therefore, it will prevent the combustion products from leaving the combustion chamber through the inlet. As the combustion products leave the combustion chamber, the pressure inside the combustion chamber starts to decrease to a pressure which is below ambient pressure. When this happens, the flapper valve will reopen and admit fresh air and fuel into the combustion chamber for the next combustion cycle. There will also be some backflow of hot exhaust gases from the previous combustion cycle through the tailpipe and back into the combustion chamber which will ignite the fresh air and fuel in the combustion chamber. This whole combustion process will then repeat itself.

Figure 1: The operating principle of a Helmholtz type pulse combustor

Despite of the wealth of practical experience that has been accumulated, there is still only a limited understanding of the pulse combustor operation. An issue is the understanding of the performance of the pulse combustor components, including: combustion chamber geometry, air and fuel feed systems, valve dynamics, tailpipe dimensions and of course the combustion gases and their dynamics. Further, there is the issue of the pulse combustor operation as a system, involving the interactions between the various components and interplay between their dynamic characteristics. The lack of understanding translates into a need for extensive trial and error development for each new design. There is also a difficulty in scaling up the existing laboratory designs to large scale units. Also, depending on application, the size of the combustor and of its associated piping systems varies over a wide range. The geometrical and fluid mechanical details of the various proposed systems also vary greatly and the proof of any given concept requires involved hardware development and evaluation projects. An alternative to expensive/time-consuming hardware evaluation programs is the development and use of computer based models of pulse combustors systems so that the test phase can be limited to well-considered designs which has a high probability of success. Such models could address a variety of issues, for example the effects of geometric design and
operating variables on combustion rate, optimization of specific designs, comparison of relative merits of various systems, interpretation of data from experimental pulse combustors, and scale-up of laboratory prototypes.

Much effort has been devoted to investigate pulse combustion mechanisms numerically. For example, Neumeier et al. analyzed a Helmholtz-type combustor in the frequency domain creating the pulse combustor as a feedback system. Keller et al. investigated the pulse combustion numerically using the method of characteristic. In the above two methods, the combustion chamber was regarded as well-stirred reactor with homogeneous thermal properties. Hence, these early mathematical models were simple and used to analyze general operational properties of pulse combustors. More advanced and comprehensive models are developed in recent years using computation fluid dynamic (CFD) technique which has many applications in simulating the combustion process including pulse combustion. Benelli et al. used commercial CFD software to model the Helmholtz type pulse combustor with self-sustained acoustic oscillations. The inlet valves, when opened, were considered as orifices of a given cross-section and a characteristic pressure drop curve was used to define the relationship between the velocity and the pressure changes across the valves. Möller et al. examined the effects of inlet geometry change using large eddy simulation (LES) in a commercial CFD code and the similar model was applied by Tajiri and Menon to investigate the combustion dynamics of a pulse combustor. The CFD models can provide detailed information inside the combustor including flame structure, gas dynamics, etc, which contribute to improve our understanding of pulse combustion.

The aim of this paper is to evaluate via simulation the combustion performance of several proposed pulse combustor designs. First, a computational fluid dynamic (CFD) model was developed and a baseline case was carried out to simulate pulse combustion process of methane in a gas-fired combustor. The simulation results are compared with experimental data to validate the model. Flame structure and gas dynamics in the combustor are described on the basis of the numerical results. Then, several new geometric designs are proposed and a series of tests have been conducted to find the effectiveness of the new geometric designs of the gas-fired pulse combustor. Also, the effects of some operation parameters are examined. Such studies are expected to yield better designs of the pulse combustor, which may be more suitable for a specific application.

2. Mathematical Models and Simulations

2.1 Combustor Geometries

Figure 2 presents a schematic view of the combustor system simulated in this study. The combustor geometry is nearly identical to the one used in earlier experiments and simulations by Möller et al. The combustor consists of a cylindrical combustion chamber attached to a mixing chamber, a long tailpipe and a one-way flapper valve. The flapper valve is located downstream of the mixing chamber. At the upstream end, a large decoupling chamber is installed to keep enough air supply at constant pressure and reduce noise emission from the flapper valve. A pipe, 0.6 mm in inner diameter, is inserted along the centerline of the mixing chamber to inject the gaseous fuel-propane. Air and propane enter the mixing chamber, where they are premixed upstream of the flapper valve and then introduced into the combustion chamber. A spark plug positioned at the combustion chamber sidewall is used to initiate the combustion process. Hot product gases exit the combustor through the tailpipe. The combustion chamber has a diameter of 0.044 m and a length of 0.11 m. The diameter of the tailpipe is 0.022 m and its length is 0.46 m. In the flapper valve shown in Figure 1b, the only moving element is the ring type flapper, which moves back and forth a certain distance responding to the rapidly changing difference between the pressure in the internal combustion chamber and that of the air/fuel supply. The distance of the flapper motion (the valve gap) can be adjusted; it is designed to be 1 mm here. The ring flapper made of steel has an inner radius of 0.01 m, an outer radius of 0.02 m and a thickness of 0.1 mm. Thus, the flapper mass is calculated to be $1.047915 \times 10^{-4}$ kg.

Figure 3a shows the geometry and dimensions of another pulse combustor geometry design (GD2). GD2 has an air inlet of radius 10mm and a fuel inlet of radius 5mm and positioned 120 degrees apart from each other, a combustion chamber of length 150mm and radius 40mm and tapered at one end, and a tailpipe of length 600mm and radius 20mm. Its ratio of cross-sectional area of air to fuel inlets, $L_i/L_a$ and $A_i/A_a$, are 4:1. Two separate inlets for air and fuel enable the separate injection of air and fuel into the combustion chamber and eliminate the need to control and maintain a pre-mixed
air to fuel ratio and generate greater turbulence during spark ignition for better combustion efficiency. In addition, a larger ratio of cross-sectional area of air to fuel inlets increases the air to fuel ratio to ensure an air-rich combustion.

Figure 2: Schematic diagram of the basic pulse combustor geometry design (GD1)

Figure 3: Schematic diagram of the pulse combustor geometry designs (GD2~5)
GD3 shown in Figure 3b has an air inlet and a fuel inlet and both of radius 5mm and positioned 90 degrees apart from each other, a combustion chamber of length 150mm and radius 45mm, and three tailpipes of length 1200mm and radius 12mm and the top and bottom tailpipes are initially inclined at 16.2 degrees above and below horizontal respectively. Its ratio of cross-sectional area of air to fuel inlets is 1:1, $L_t/L_c$ is 8:1 and $A_c/A_t$ is 4.69:1. In addition to the advantages of having separate inlets for air and fuel, the three tailpipes increase the tailpipe heat transfer surface area by 67.8% as compared to that of GD1. When the pulse combustors are used in boiler/heat exchangers, this will result in better heat transfer efficiency.

GD4 shown in Figure 3c has an air inlet and a fuel inlet and both of radius 5mm and positioned 90 degrees apart from each other, a combustion chamber of length 150mm and radius 45mm, two main tailpipes of length 1209mm and radius 15mm inclined at 29.7 degrees above and below horizontal, and two sub tailpipes branching out from the two main tailpipes and of length 403mm and radius 15mm also inclined at 29.7 degrees below and above horizontal. Its ratio of cross-sectional area of air to fuel inlets is 1:1, $L_t/L_c$ is 8:1 and $A_c/A_t$ is 4.5:1. In addition to the advantages of having separate inlets for air and fuel, the tailpipes increase the tailpipe heat transfer surface area by 86.5% as compared to that of GD1, and the manner in which the tailpipes are spread out such that they are furthest apart from one another at the ends, enables more uniform heat transfer to be carried out within a given time period.

GD5 has an air inlet of radius 10mm and a fuel inlet of radius 5mm positioned at 90 degrees apart from each other, a combustion chamber of length 150mm and radius 45mm, and two tailpipes of length 1430mm and radius 12.5mm. Its ratio of cross-sectional area of air to fuel inlets is 4:1, $L_t/L_c$ is 9.53:1 and $A_c/A_t$ is 6.25:1. In addition to the advantages of having separate inlets for air and fuel, the two tailpipes increase the tailpipe heat transfer surface area by 38.9% as compared to that of GD1. Figure 3d shows the geometry and dimensions of GD5.

### 2.2 Governing Equations

The pulse combustion performance of the above five novel pulse combustors will be investigated using a computational fluid dynamics model. The details of mathematical model will be described in the following sections. The unsteady state continuity, momentum, energy, and specie concentrations equations used to describe the pulse combustion process are written as follows.

**Continuity equation**

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0$$  

(1)

**Species equation**

$$\frac{\partial \rho Y_i}{\partial t} + \nabla \cdot (\rho \vec{v} Y_i) = \nabla \cdot \left[ (\rho D_{i,m} + \frac{\mu}{Sct_i}) \nabla Y_i \right] + R_i$$  

(2)

where $R_i$ presents the species change due to the combustion reaction, $Sct$ is the turbulent Schmidt number, $\mu_t$ is the turbulent viscosity and $D_t$ is the turbulent diffusivity. Here, $Sct = 0.7$.

**Axial and radial momentum equations**

For 2D axial-symmetric geometries, the axial and radial momentum conservation equations are given by

$$\frac{\partial \rho v_x}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho v_x v_r \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho v_r v_x \right) = - \frac{\partial p}{\partial x}$$  

$$+ \frac{1}{r} \frac{\partial}{\partial x} \left[ r \mu \left( \frac{2}{3} \frac{\partial v_x}{\partial x} + \frac{2}{3} (\nabla \cdot \vec{v}) \right) \right] + \frac{1}{r} \frac{\partial}{\partial r} \left[ r \mu \left( \frac{2}{3} \frac{\partial v_r}{\partial r} + \frac{\partial v_x}{\partial x} \right) \right] + \rho g_x$$  

(3)

and
\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{1}{r} \frac{\partial}{\partial r} (r \rho u_i u_i) + \frac{1}{r} \frac{\partial}{\partial \theta} (r \rho u_i v_i) = -\frac{\partial p}{\partial r} + \frac{1}{r} \frac{\partial}{\partial \theta} \left[ r \mu \left( \frac{\partial u_i}{\partial r} + \frac{\partial u_i}{\partial \theta} \right) \right] \\
+ \frac{1}{r} \frac{\partial}{\partial r} \left[ r \mu \left( 2 \frac{\partial u_i}{\partial r} - \frac{2}{3} (\nabla \cdot \mathbf{u}) \right) \right] - 2\mu \frac{v_i}{r^2} + \frac{2}{3} \frac{\mu}{r} (\nabla \cdot \mathbf{u}) + \rho g_i,
\]
where
\[
\nabla \cdot \mathbf{u} = \frac{\partial u_x}{\partial x} + \frac{\partial u_r}{\partial r} + \frac{v_r}{r}
\]

Turbulence predictions of the gas flow are obtained from the standard k-epsilon turbulence model expressed by equation 6 and 7.

\[
\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x} (\rho k u_i) + \frac{\partial}{\partial r} (\rho k u_r) = \frac{\partial}{\partial x} \left[ \nu_t \frac{\partial k}{\partial x} \right] + \frac{\partial}{\partial r} \left[ \nu_t \frac{\partial k}{\partial r} \right] - \frac{\mu}{\sigma_k} \left( \frac{\partial u_i}{\partial x} \right)^2 + G_k - \rho \varepsilon
\]

and

\[
\frac{\partial}{\partial t} (\rho \varepsilon) + \frac{\partial}{\partial x} (\rho \varepsilon u_i) + \frac{\partial}{\partial r} (\rho \varepsilon u_r) = \frac{\partial}{\partial x} \left[ \nu_t \frac{\partial \varepsilon}{\partial x} \right] + \frac{\partial}{\partial r} \left[ \nu_t \frac{\partial \varepsilon}{\partial r} \right] - \frac{\mu}{\sigma_k} \left( \frac{\partial u_i}{\partial x} \right)^2 + C_{1e} \frac{\varepsilon}{k} G_k - C_{2e} \rho \frac{\varepsilon^2}{k}
\]

Energy equation

\[
\frac{\partial}{\partial t} (\rho h) + \frac{\partial}{\partial x} (\rho h u_i) + \frac{\partial}{\partial r} (\rho h u_r) = \frac{\partial}{\partial x} \left( \nu_t \frac{\partial h}{\partial x} \right) + \frac{\partial}{\partial r} \left( \nu_t \frac{\partial h}{\partial r} \right) \\
+ \frac{\partial}{\partial x} \left( \rho h_i \frac{\partial Y_i}{\partial x} \right) + \frac{\partial}{\partial r} \left( \rho h_i \frac{\partial Y_i}{\partial r} \right) + S_h
\]

where \( S_h \) describes the heat release of gas fuel species’ combustion

\[
S_h = -\sum_i \left( \frac{h_i^0}{M_i} + \int_{T_{ref}}^T c_{p,i} dT \right) R_i
\]

In this work, as a first attempt, one-step propane combustion chemistry is assumed to model combustion. Multi-step combustion chemistry will yield more detailed information about the combustion process but this needs much longer computation time and memory. Due to the limitations of the computation resources, only one-step combustion chemistry was considered in this study.

\[
CH_4 + 2O_2 \rightarrow CO_2 + 2H_2O
\]

Consequently, five species, namely CH4, O2, N2, CO2, and H2O, are modeled with corresponding conservation equations. The reaction rate is computed considering both the Arrhenius law and the Magnus-Hjertager model taking account the slower kinetics of this model. This approach was adopted because it was felt that there might be regions within the flow field where the chemical kinetics are slower than the turbulent reaction rate. The form for the Arrhenius law used is the one proposed by Westbrook and Dryer

\[
R_i = 2.119 \times 10^{11} \cdot \exp \left[ -\frac{2.027 \times 10^8 J/kgmol}{RT} \cdot \left( \frac{C_{CH_4}}{C_{CH_4}} \right)^{0.2} \cdot \left( \frac{C_{O_2}}{C_{O_2}} \right)^{1.3} \right]
\]

The concentrations of reactants are in the unit of kgmol/m³·s. In this work, several gaseous fuels are tested and Table 1-2 list their Arrhenius kinetic chemical reaction equation and combustion heat released.
The form of the turbulent reaction rate is:

\[ R_i = A_i \rho m \left( \frac{\varepsilon}{k} \right) \]

\[ m^* = \min \left( \left( \frac{m_i}{v_i M_i} \right)_{\text{reactants}}, B \sum_{\text{products}} \left( \frac{m_k}{v_k M_k} \right) \right) \]

(11)

where \( v_i \) and \( M_i \) are the stoichiometric coefficients and the molecular weights of species \( i \). \( k, \varepsilon \) are kinetic energy of turbulence and dissipation rate respectively. Coefficient \( A \) is a constant with a value of 4.0 and coefficient \( B \) takes the value of 0.5 \(^{21}\).

### Table 1 Homogeneous reaction and the kinetic equations

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Chemical reactions</th>
<th>Equations [ kgmol/(m^3 \cdot s) ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>( CH_4 + 2O_2 \rightarrow CO_2 + 2H_2O )</td>
<td>( R_1 = k_1 \cdot [C_{CH_4}]^{0.2} \cdot [C_{O_2}]^{1.3} )</td>
</tr>
<tr>
<td>Propane</td>
<td>( C_3H_8 + 5O_2 \rightarrow 3CO_2 + 4H_2O )</td>
<td>( R_2 = k_2 \cdot [C_{C_3H_8}]^{0.1} \cdot [C_{O_2}]^{1.65} )</td>
</tr>
<tr>
<td>Butane</td>
<td>( C_4H_{10} + 6.5O_2 \rightarrow 4CO_2 + 5H_2O )</td>
<td>( R_3 = k_3 \cdot [C_{C_4H_{10}}]^{0.15} \cdot [C_{O_2}]^{1.6} )</td>
</tr>
<tr>
<td>Methanol</td>
<td>( CH_3OH + 1.5O_2 \rightarrow CO_2 + 2H_2O )</td>
<td>( R_4 = k_4 \cdot [C_{CH_3OH}]^{0.25} \cdot [C_{O_2}]^{1.5} )</td>
</tr>
<tr>
<td>Ethanol</td>
<td>( C_2H_5OH + 3O_2 \rightarrow 2CO_2 + 3H_2O )</td>
<td>( R_5 = k_5 \cdot [C_{C_2H_5OH}]^{0.15} \cdot [C_{O_2}]^{1.6} )</td>
</tr>
<tr>
<td>Fuel oil</td>
<td>( C_{19}H_{30} + 26.5O_2 \rightarrow 19CO_2 + 15H_2O )</td>
<td>( R_6 = k_6 \cdot [C_{C_{19}H_{30}}]^{0.25} \cdot [C_{O_2}]^{1.5} )</td>
</tr>
</tbody>
</table>

### Table 2 Arrhenius coefficients and combustion heat related to \( R_1-R_6 \)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Equations</th>
<th>Low heating value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>( k_1 = 2.119 \times 10^{11} \exp[2.027 \times 10^{08}/T] )</td>
<td>50.001 MJ/kg</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>( k_1 = 4.836 \times 10^{09} \exp[1.256 \times 10^{08}/T] )</td>
<td>46.362 MJ/kg</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>( k_3 = 4.161 \times 10^{09} \exp[1.256 \times 10^{08}/T] )</td>
<td>45.594 MJ/kg</td>
</tr>
<tr>
<td>( R_4 )</td>
<td>( k_4 = 1.799 \times 10^{10} \exp[1.256 \times 10^{08}/T] )</td>
<td>21.102 MJ/kg</td>
</tr>
<tr>
<td>( R_5 )</td>
<td>( k_5 = 8.439 \times 10^{09} \exp[1.256 \times 10^{08}/T] )</td>
<td>28.079 MJ/kg</td>
</tr>
<tr>
<td>( R_6 )</td>
<td>( k_6 = 2.587 \times 10^{09} \exp[1.256 \times 10^{08}/T] )</td>
<td>40.531 MJ/kg</td>
</tr>
</tbody>
</table>

#### 2.3 Boundary Conditions

The symmetry boundary condition is applied along the centerline of the combustor. At the exit of the tailpipe, the pressure is atmospheric and the remaining variables are calculated assuming far-field conditions, i.e., zero diffusive flux of species or energy normal to the exit. Non-slip conditions are prescribed on the walls. For the thermal wall condition, the heat loss through wall is calculated by considering the convective heat transfer between ambient air and hot wall, \( q_{wi} = h(T_{wi} - T_a) \), where \( q_i \) is the heat flux from the \( i \)th wall cell of the grid, \( h \) is the whole convective heat-transfer
2.3.1 Inlet Boundary Condition

The flapper valves open and close alternately during pulse combustion process depending on the pressure difference across the flapper. The valve closes when the pressure at the head end of the combustor, $P_c$, is greater than the pressure upstream of the valves ($P_{in}$), taken in this study to be one atmosphere. In this condition, no fuel/air mixture enters the combustion chamber.

$$ u = 0 \text{ when } \Delta P = P_{in} - P_c \leq 0 $$

(12)

When pressure at the head end drops below the pressure upstream of the valve, the flapper valve opens and fresh fuel/air mixture is drawn into the combustion chamber. Here, a simple relationship between the inlet velocity and the pressure difference across the valve of the following form is used:

$$ \Delta P = \frac{1}{2} \xi \rho u^2 \Rightarrow u = \sqrt{\frac{2\Delta P}{\rho \xi}} $$

(13)

This expression has been used previously in pulse combustor studies by Tajiri and Menon. Expressing the boundary condition in the form of Eq.13 introduces another parameter into the system, namely $\xi$, which physically represents the “willingness” of the valves to admit mass into the system. For example, a larger value of $\xi$ (relative to some reference $\xi$) translates into a lower inlet velocity, hence less mass injected into the combustor for a given pressure difference, whereas a smaller $\xi$ allows for larger inflow velocities. The implications of this behavior will be discussed later in the section 3.1.3. The advantages of this method is that the mass flow is not set a priori, and can now adjust itself accordingly depending on the operating conditions. The mass flow rate of fuel/air mixture is calculated as

$$ \dot{m} = \rho_{mix} A_{inlet} u $$

(14)

where $\rho_{mix}$ is the density of mixture; $A_{inlet}$ is the inlet port area of the flapper valve. The mixture has an initial temperature of 300 K and excess air ratio of 1.22.

2.4 Solution Procedure

The conservation equations were solved implicitly with a 2D unsteady-state segregated solver using an under-relaxation method. The pressure–velocity coupling is discretized using the “SIMPLE” method. The momentum, species, and energy equations are discretized using a second-order upwind approximation. When discreting the momentum equation, the pressure filed and face mass fluxes are not known a prior and the “standard” pressure interpolation scheme was used here to compute the face values of pressure from the cell values. In this work, the time-step size of $1 \times 10^{-6}$ s was selected in this simulation. In order to achieve convergence as well as to test grid independence of results, a volume-averaged pressure in the combustion chamber is defined and traced during the computation process. Figure 5 shows the convergence history of the chamber volume-averaged pressure. The pressure initially fluctuated significantly and then achieved a “cyclical steady” amplitude oscillation shown in Figure 5. The criteria to judge when the computation can be stopped is when the pressure amplitudes in the following cycles are the same (cyclical steady state). The calculation time for each case varied between one day and several days, depending on the complexity of the problem and the initial guess.

3. Simulations and Results

3.1 Baseline Case
A baseline run was first carried out for methane fuel, subject to the following boundary conditions: an inlet methane/air mixture gage pressure of 0 Pa (relative to ambient pressure), an excess air ratio of 1.22; account is taken of the heat loss as well.

### 3.1.1 Self-breathing Combustion Process

Figure 4 shows the gas temperature contours in the combustion chamber, respectively, using the color maps to depict the contour values. The reaction rate contours show that the flame (a body of burning gas) is a narrow band surrounding the reactant mixture. During the inflow (Fig 4a-e), the hot remnant gases from the previous cycle ignited the fresh fuel – air mixture as it entered the combustors and the mixture gas deflected to the side wall. It is seen that the flame was anchored at two locations: the stagnation plate and the side wall near the inlet port. When the inlet port closes (Fig 4f-j), combustion continued but the flame structure collapsed slowly to a region near the inlet. Most of the gaseous fuel was completed before the inlet port re-open. There was still some unburnt mixture near the inlet that maintains the flame until the next cycle begins anew.

**Figure 4: Time sequence of gas temperature contours in the combustor chamber (K)**

Figure 5 shows the time evolution of the volume-averaged gas pressure, temperature and mass fraction of methane in the combustion chamber. The computed gage pressure varies from -6400 to 8800 Pa (relative to atmospheric pressure) with a peak-to-peak value of 15.2 kPa and its oscillation mode shape was nearly a cosine wave one. In Figure 5, similar oscillation modes are found for gas temperature and fuel concentration. The pressure oscillation mode was consistent with the measured ones in practical pulse combustors 12, indicating that the predicted combustion process is a really periodic one (pulse combustion). Figure 5 also shows the phase relations between the instantaneous pressure, temperature and mass fraction of fuel in the combustion chamber. The temperature oscillation was ahead of the pressure oscillation by 30°
and was out of phase with the instantaneous mass fraction of propane. That is, the gas temperature reaches a peak when the mass fraction of methane reaches its minimum, indicating a phase delay between the heat release and the pressure wave. The predicted phase delay was consistent with the phase relation described by the Rayleigh criterion for combustion-driven instability. From Figure 5, the pulse frequency is calculated to be about 106 Hz.

![Figure 5 Time trace of the oscillating pressure, temperature and mass fraction of methane in the combustion chamber (\(\xi=25\), methane-air mixture)](image)

### 3.1.2 Gas Characteristics in the Pulse Combustor

Figure 6 shows the distribution of the peak-to-peak amplitude for gas pressure and velocity along axial distance from the inlet. The pressure amplitude decreases from 15.4 kPa initially to 0 kPa at the exit of the tailpipe, while the velocity amplitude increases from 2 m/s to 84 m/s. In the combustion chamber (axial distance <0.15m), both pressure and velocity amplitudes keep almost constant at different axial distances, indicating that the chamber can be regarded as a well-stirred reactor and its thermal properties are homogenous. At the inlet of tailpipe, the velocity amplitude reaches its minimum, while pressure amplitude reaches the maximum. Opposite phenomena happen at the outlet. The pressure mode shown in Figure 6 has a quarter-wave shape, which corresponds to the fundamental acoustic mode of a closed-open duct. The above phenomena have also been observed in many actual pulse combustors.

![Figure 6 Peak-peak amplitude of gas pressure and velocity along combustor (Chamber length: 0.15 m, tailpipe length: 1.43m, \(\xi=25\))](image)
The mass flow rate of methane during a pulse cycle is plotted in Figure 7. It can be seen that the fuel is drawn into the chamber in only half of the pulse cycle. By integrating the area under the fuel influx curve shown in Figure 7, the average inflow rate of methane is calculated to be 0.1744 g/s. Taking the low heating value of methane as 50.01 MJ/kg, the power input of the pulse combustor is calculated to be 8.72 kW. Figure 7 also shows that during a pulse cycle, the exhaust gas velocity varied from -27 to 54 m/s with a mean velocity of 16.81 m/s. The phenomenon that negative flue velocity exists during a pulse cycle was verified by pulse combustion impingement heating experiments where the instantaneous flue velocity was measured [16-11, 25]. In these experiments, the negative part of flue velocity was reported to decrease the thermal efficiency.

![Predicted methane inlet flow rate, instantaneous flue velocity and thrust generated by the combustor during a pulse cycle](image)

The instantaneous thrust generated by this combustor is also plotted in Figure 7. Here, the instantaneous thrust is defined as \( T_{\text{thrust}} = \int \rho V^2 dA \) where \( A_{\text{exit}} \) is the cross-area of the tailpipe exit plane. In Figure 7, the instantaneous thrust oscillates from -0.38 to 2.55 N with a cycle-averaged thrust of 0.5496 N. Thus, the thrust output-to-power input is calculated to be 6.30\times10^{-2} N/kW. Another parameter is defined to evaluate how much thrust can be generated by unit fuel, that is, the specific impulse. In this case, the specific impulse is calculated to be 3150 N-s/kg.

### 3.2 Other Geometry Designs

Apart from GD1, the combustion performances were also evaluated for other GDs. For each GD, a series of numerical simulations have been carried out for different valve settings by varying the values of \( \xi \) and also for different fuel species. However, numerical results show that GD2, GD3 and GD4 have all been unable to successfully sustain pulse combustion except for GD 5. Figure 8 show the time evolution of the volume-averaged gas pressure in the combustion chamber for geometry designs 2-4. In Figure 8, the pressure oscillations damp out to zero with time, indicating the pulse or periodic combustion is not sustainable. It should be noted that the results shown in Figure 8 is only the ‘best’ results which have been selected out of the many results to be included in this study. The corresponding combustor operation conditions are: the three combustors operated on the gaseous fuel-methane. \( \xi \) is set at 30 for the fuel inlet and 10 for the air inlet for GD2. For GD3, \( \xi \) is set at 1800 for the fuel inlet and 10 for the air inlet, and the average fuel mass fraction is an order of magnitude less than GD2 due to a high value of \( \xi \) for the fuel inlet. For GD 4, \( \xi \) is set at 80 for the fuel inlet and 10 for the air inlet.
There could be many possible reasons for the new GDs being unable to sustain pulse combustion, such as the geometric and parametric setting, etc. A GD may have a totally new geometry in which a change in a particular dimension may render the GD being able to sustain pulse combustion, let alone a combination of new dimensions. Also, the selected operation conditions may be in the operable range of a pulse combustor. Nonetheless, while the results obtained in this study show that GD2, GD3 and GD4 are not able to sustain pulse combustion, these GDs may still be able to sustain pulse combustion under a ‘yet to be discovered’ combination of geometrical and parameter setting. From this point of view, mathematical model can reduce the unnecessary experimental trials during the novel pulse combustor design, to save the time and cost.

3.3 Pulse Combustion Using Different Gaseous Fuels

Parametric studies were carried out to determine how various gaseous fuels perform in pulse combustors. The gaseous fuels selected are: propane, butane, methanol, ethanol and fuel oil. Methane, propane, butane represent low
molecular weight hydrocarbon; while fuel oil presents the high molecular weight one. Methanol and ethanol typically represent bio-fuels which are increasing in importance. Figure 9 shows the predicted gas pressure oscillation in the combustion chamber for these fuels. From Figure 9, it can be seen that the gas pressures vary periodically in the range of ~6~7 kPa and their oscillation mode shapes follow a cosine wave one, indicating that these combustion processes are periodic ones. Thus, all these fuels can be used to drive a pulse combustor.

Table 3 summarizes the predicted operational characteristics of the pulse combustor using different fuels. No major differences can be seen in most of the operational parameters: pulse frequency, peak-to-peak gas pressure amplitude, average gas temperature in the chamber, average flue gas velocity, power input and thrust output to power input, indicating that these fuels achieve almost the same pulse combustion performance. The only major differences are in the specific impulse and fuel flow rate between fuels with low heating values (methanol, ethanol) and the ones with high heat values (propane, butane, fuel oil). Due to their low heating values, low specific impulse values are expected for methanol and ethanol. From Table 3, it seems that in this case of fuels with low heating values, pulse combustors will draw in more fuel to sustain their performance. For example, the mass flow rate into the combustor using methanol is 0.4789 g/s, about 2.5 times the propane flow rate. From this point of view, due to its self-breathing function, pulse combustors can adjust fuel intake automatically at least over a certain range, which makes them suitable for different gaseous fuels. Thus, a given pulse combustors can switch fuel as needed with minor change in performance.

<table>
<thead>
<tr>
<th>Items</th>
<th>Propane</th>
<th>Butane</th>
<th>Methanol</th>
<th>Ethanol</th>
<th>Fuel oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequencies (Hz)</td>
<td>116</td>
<td>113.8</td>
<td>114.1</td>
<td>120</td>
<td>112</td>
</tr>
<tr>
<td>Peak-peak pressure amplitude (Pa)</td>
<td>-5082</td>
<td>-5676</td>
<td>-5195</td>
<td>-6351</td>
<td>-5283</td>
</tr>
<tr>
<td>Average temperature in chamber (K)</td>
<td>~6035</td>
<td>~6998</td>
<td>~6176</td>
<td>~6800</td>
<td>~6404</td>
</tr>
<tr>
<td>Average flue velocity (m/s)</td>
<td>2094</td>
<td>2090</td>
<td>2075</td>
<td>2106</td>
<td>2070</td>
</tr>
<tr>
<td>Fuel flow rate (g/s)</td>
<td>16.55</td>
<td>17.15</td>
<td>21.30</td>
<td>15.69</td>
<td>17.67</td>
</tr>
<tr>
<td>Combustion heat (MJ/kg)</td>
<td>46.361</td>
<td>45.752</td>
<td>21.102</td>
<td>28.079</td>
<td>40.531</td>
</tr>
<tr>
<td>Power input (kW)</td>
<td>8.95</td>
<td>9.07</td>
<td>10.11</td>
<td>8.64</td>
<td>8.76</td>
</tr>
<tr>
<td>Average thrust (N)</td>
<td>0.4244</td>
<td>0.4453</td>
<td>0.5754</td>
<td>0.4018</td>
<td>0.4595</td>
</tr>
<tr>
<td>Specific impulse (N·s/kg)</td>
<td>2200</td>
<td>2250</td>
<td>1200</td>
<td>1310</td>
<td>2130</td>
</tr>
<tr>
<td>Thrust output /power input (N/kW)</td>
<td>4.74*10^{-2}</td>
<td>4.91*10^{-2}</td>
<td>5.69*10^{-2}</td>
<td>4.65*10^{-2}</td>
<td>5.24*10^{-2}</td>
</tr>
</tbody>
</table>

3.4 Effect of Fuel Species and Valve Setting

Parametric studies were carried out to determine the effect of various gaseous fuels and inlet valve settings on the pulse combustion performance of GD 5. The gaseous fuels selected are methane, ethane and propane and the ξ is set to be 50, 75, 100 for both air/fuel inlet valves. Figure 10~11 shows the predicted gas pressure oscillation in the combustion chamber for these fuels and valve setting. From Figure 10~11, it can be seen that the gas pressures vary periodically in the range of ~2~2 kPa and their oscillation mode shapes follow a cosine wave one, indicating that these combustion processes are periodic ones. As a result, GD5 is a new geometric design of a gas-fired pulse combustor which is able to successfully sustain pulse combustion.

Table 4 summarizes the predicted operational characteristics of the pulse combustor using different fuels and valve setting. From Table 4, it can be seen that when keeping the valve setting and changing the fuels, pulse frequency keeps almost constant; while the peak-to-peak gas pressure amplitude, average gas temperature in the chamber, power input and thrust output decrease slightly with the decreasing of heating value of gases fuels. When keeping the fuel and changing the
valve setting, pulse frequency, the peak-to-peak gas pressure amplitude, average gas temperature in the chamber decrease with the increasing of the $\xi$ value. As a conclusion, pulse frequency is mainly influenced by the valve setting and other operation properties are affected by both fuel species and valve setting.

Figure 10 Time trace of the oscillating pressure in the combustion chamber for GD 5 (Fuel: ethane, $\xi=50, 75, 100$ for fuel/air inlet valve)

Figure 11 Time trace of the oscillating pressure in the combustion chamber for GD 5 (Fuel: propane, $\xi=50, 75, 100$ for fuel/air inlet valve)
Table 4: The operational characteristics of the pulse combustor (GD5) under different fuels & inlet valve settings

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Ethane</th>
<th>propane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (Hz)</td>
<td>ξ=50</td>
<td>ξ=75</td>
</tr>
<tr>
<td>Peak-to-peak pressure amplitude (Pa)</td>
<td>-1750</td>
<td>-900</td>
</tr>
<tr>
<td>Average gas temperature in combustion chamber (K)</td>
<td>1745</td>
<td>1685</td>
</tr>
<tr>
<td>Phase difference between temperature and pressure oscillations (degree)</td>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>Air-to-fuel ratio</td>
<td>11.4:1</td>
<td>11:1</td>
</tr>
<tr>
<td>Fuel mass flow rate (g/s)</td>
<td>0.218</td>
<td>0.202</td>
</tr>
<tr>
<td>Power input (kW)</td>
<td>10.42</td>
<td>9.65</td>
</tr>
<tr>
<td>Thrust (N×10^-2)</td>
<td>8.11</td>
<td>4.12</td>
</tr>
<tr>
<td>Thrust output to power input (10^-2 N/kW)</td>
<td>0.845</td>
<td>0.427</td>
</tr>
<tr>
<td>Specific impulse (N/kg−1)</td>
<td>404.1</td>
<td>203.9</td>
</tr>
</tbody>
</table>

4. Concluding Remarks

The combustion process of a gas-fired pulse combustor was simulated using a CFD model to understand the flame structure, gas characteristics in the burner and the resulting pulsations. The numerical results satisfactorily compare with available experimental data. For the pulse combustion process, the following results are found:

1. During pulse combustion process, the flame extend and collapse periodically and there was still some unburnt mixture near the inlet that maintains the flame until the next cycle begins anew.
2. The phase delay exists between the instantaneous pressure, temperature and mass fraction of fuel in the combustion chamber.
3. The pressure mode in the combustor tailpipe has a quarter-wave shape, which corresponds to the fundamental acoustic mode of a closed-open duct.
4. The specific impulse and through output of pulse combustion are computed and a bit low compared with modern aircraft engines.

Selected gaseous fuels such as low molecular weight hydrocarbons, high molecular weight hydrocarbons, bio-fuels and mixed fuels are tested for pulse combustion and their operational properties are presented and compared. It is observed that the combustor can self-adjust automatically at least over a certain range of parameters which makes it suitable for different gaseous fuels.

A series of tests have been conducted to find out the effectiveness of the new geometric design of the gas-fired pulse combustor. The new geometric design is tested with different air to fuel ratios by varying the fuel inlet velocity, as well as with different fuels like methane, ethane and propane. The test results revealed that the new geometric design is able to successfully sustain pressure oscillations for pulse combustion under the different types of settings in this study, and that the new geometric design works best with an air to fuel ratio of 15:1 and with methane as fuel.
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The hydrocyclone is a mechanical separation device which is used widely in mineral processing. The solid particles in mineral slurries are separated according to their density, size and shape by the centrifugal force generated by an induced vortex motion in a cylinder-on-cone vessel. The larger and denser particles move closer to the wall region due to their greater inertia and descend by gravity; a higher concentration suspension is thus collected at the bottom of the hydrocyclone. While the cleaned liquid and hydrodynamically smaller particles exit through an overflow outlet at the top of the hydrocyclone. Higher velocities, within limit, generally yield higher collection efficiency. However, higher stream velocities cause severe erosion of the internal wall of hydrocyclones as mineral slurries generally are abrasive. The objective of this study is to use the computational fluid dynamic (CFD) technique to model the turbulent swirling flow and predict regions of significant wear and how they are influenced by design of the inlet ducting. New inlet designs and one novel design are proposed and investigated numerically for their erosion characteristics, pumping power requirements and collection efficiency. Successful innovation in hydrocyclone design will lead to high efficiency, reduced maintenance and operating energy costs, and lower wear-induced erosion in mineral processing.
Innovative Designs of Hydrocyclones with CFD Model

1. Introduction

The hydrocyclone is an important and popular industrial apparatus to separate by centrifugal action dispersed solid particles from a liquid suspension fed to it. It has been widely used in industry, particularly in the mineral and chemical processing industries because of its simplicity in design and operation, high capacity, low maintenance and operating costs as well as its small physical size.[1,2] Recently, the application of hydrocyclone in the wet process of beneficiation has attracted more interest with the current boom in advanced mineral processing driven by the expanding mineral commodities markets and escalating energy costs. Therefore, the application of the hydrocyclone in mineral processing is investigated numerically to assist innovative design of hydrocyclones with high efficiency and reduced costs as well as lower wear-induced erosion in the current work. Although clearly very important from an economic standpoint this area which has received little attention in the literature on hydrocyclones.

A typical hydrocyclone consists of a cylindrical section with a central tube connected to a conical section with a discharge tube. An inlet tube is attached to the top section of the cylinder. The cone angle of the conical section varies widely in practice from 5° to 40°. There are two axial product outlets. The spigot is situated at the apex of the conical part and the vortex finder is located at the upper end of the cylindrical section and contains a tube extending into the hydrocyclone. The tangentially injected fluid causes swirl, and the centrifugal force field so generated brings about separation of the particulate material from the medium in which it is suspended, based mainly on particle density, size and shape. Particles of sufficiently high settling velocity are centrifuged to the walls of the hydrocyclone and drained off as a concentrated solution through the spigot. Particles with a low settling velocity are carried away by an upward vortex which forms around the cyclone axis and is drained off by the vortex finder.

Although many efforts have been made to study experimentally the flow in hydrocyclones,[1-3] little detailed flow information was generated until the availability of Laser Doppler Anemometry (LDA) necessary to measure local fluid velocities within the hydrocyclone.[4-6] It is well known that the LDA technique is expensive, largely limited to the dispersed liquid phase, and at present suitable only for laboratory scale studies rather than industrial design and application. Hence empirical equations/models are often used by designers of hydrocyclones. However, empirical equations/models suffer from their inherent deficiency as they can only be used within the limits of the experimental data from which the empirical parameters were determined. No innovative changes can be predicted with empirical modeling. In view of these shortcomings, mathematical models based on the basic fluid mechanics are highly desirable to intensify innovation.

The CFD technique is gaining popularity in process design and optimization as it provides a good means of predicting equipment performance of the hydrocyclone under a wide range of geometric and operating conditions; it also offers an effective way to design and optimize the hydrocyclones. The first CFD model utilizing the standard $k$-$\epsilon$ turbulence model for a hydrocyclone was developed by Boysan et al.[7] The $k$-$\epsilon$ turbulence model intrinsically makes the assumption that the turbulence is isotropic because only one scalar velocity fluctuation is modeled. Furthermore, the Boussinesq approximation on which the eddy viscosity intrinsically relies implies equilibrium between stress and strain. Therefore, the $k$-$\epsilon$ turbulent model is not suitable to simulate a turbulent flow with high swirl, flow reversal and/or flow separation.[8] Many authors have adopted the renormalization group (RNG) $k$-$\epsilon$ model with a swirl correction to enhance the precision of simulations because it includes additional terms for the dissipation rate, $\epsilon$, development which significantly improves the accuracy for rapidly strained flows.[9-12] However, Suasnabar found that the swirl constant in the RNG $k$-$\epsilon$ model needs to be increased to improve predictions; this in turn can cause numerical instability.[13] Therefore, the application of the RNG $k$-$\epsilon$ model is also limited for modeling a hydrocyclone. The Reynolds stress model (RSM) solves the transport equation for each individual Reynolds stress, which enables RSM to model anisotropic turbulence and strained flows where the Boussinesq approximation is known to be invalid. Some recent studies indicate that RSM can improve accuracy of the numerical solution.[14,15,19] However, the predictions are not what they could be and there is debate about appropriate modeling options. Recent advances in computational power have begun to make large eddy simulation (LES) practical for engineering problems. LES is intrinsically a dynamic simulation and can capture time-dependent vortex oscillations and nonequilibrium
turbulence, which suggest that it should be appropriate for modeling hydrocyclone. Comparing with other turbulence models, LES provides better predictions including velocity, air core and separation efficiency.\cite{16,17,20,21} Certainly, LES simulations of large industrial dense medium hydrocyclone will be computationally impractical except for a test case.\cite{17}

A striking feature of the flow field is the presence of an air core in the hydrocyclone. At the central axis of the hydrocyclone, the low pressure developed supports formation of a rotating air column called the air core. The geometry and the stability of the air core have been empirically found to have a strong influence on the performance of the hydrocyclone.\cite{2,17} In the mineral processing field, the air core dimension is a critical variable, since a large air core diameter leads to a condition known as “roping”. As the interface between liquid and air phases is difficult to determine, the nature of air core is often neglected in many previous CFD modeling efforts,\cite{20,23} or they work with a simplified assumption about its formation and behavior.\cite{24,25} The volume-of-fluid (VOF) model has been proven to be an effective method for modeling the air core and predicting the formation and shape of air core.\cite{14,18,21,22} For solids movement, an Eulerian-Lagrangian model has been successfully applied to dilute flow phenomena in a hydrocyclone.\cite{8} In the last several decades, this field had advanced so much that Slack et al. proposed an automated tool for novice analysts to carry out simulations with standard CFD solvers.\cite{26}

There is analogy between CFD modeling of liquid-particle swirling flow in a hydrocyclone and gas-droplet/particle flow that occurs in a cylinder-on-cone spray dryer. The latter includes heat and mass transfer which is not present in classification in a hydrocyclone which is a purely fluid dynamic problem. Interested readers are referred to the work of Huang et al. providing some useful insight into the relative performance of various turbulence models applied to swirling two-phase flow.\cite{27,29}

Erosion of parts of the internal wall of the hydrocyclone is a critical issue in mineral dewatering both from both safety and economic considerations. The injected solids particles, such as sand and ore particles, impinge the inside surfaces of the components of the hydrocyclone, causing mechanical wear and eventual failure of the devices. Therefore, the ultimate goal in the design of hydrocyclone is not only to provide better performance, but also to be resistant to wear. As testing for erosion of industrial devices generally requires special equipment and methodology, CFD modeling has been widely adopted as an effective tool to predict the wear response at low price and without costly experimentation.\cite{30,34} Although CFD modeling has been tested to estimate the erosion rate in a hydrocyclone with one novel inlet design, the results found in literature are very few and largely preliminary; they do not indicate in detail the effect of flow and geometry on the erosion rate.\cite{35} Hence further modeling effort is needed for advancing our capability in predicting wear of hydrocyclones.

This work presents a CFD model of a hydrocyclone based on Fluent version 6.3. First, results using different turbulence models viz. $k$-$\varepsilon$, RSM and LES, are compared with published experimental results for a 75mm standard hydrocyclone.\cite{16} The air core geometry is predicted using a VOF multiphase model. Then, the erosion rate for four designs of a 75mm hydrocyclone fitted with different inlets is calculated. Finally, one novel chamber design with a spiral feed inlet, bell shaped-vortex finder and a parabolic shaped body is proposed and analyzed numerically for its separation efficiency, pumping power requirements and erosion characteristics. The goal of the present study is to effect model-based innovation in equipment design to reduce costs and speed development of innovative solutions to real engineering problems.

### 2. Mathematical Models and Simulations

#### 2.1 Turbulence Model

The turbulence model is the key component in the description of the fluid dynamics of the hydrocyclone. The free surface, air core and presence of solid particles make the swirling turbulent flow highly anisotropic; this adds to the difficulty for modeling hydrocyclones using CFD. Three kinds of turbulence models, $k$-$\varepsilon$ model, RSM and LES, are often adopted for modeling the turbulent flow in hydrocyclones. The 75mm standard hydrocyclone is adopted to validate the current CFD models since relevant experimental data are available in the literature.

#### 2.1.1 $k$-$\varepsilon$ model
In mineral processing, the fluid suspensions are generally dilute (<10%), thus the incompressible Navier-Stokes equations supplemented by a suitable turbulence model are appropriate for modeling the flow in hydrocyclones. The velocity components are decomposed into the mean $\bar{v}$ and fluctuating $v'$ velocities.

$$\nu_i = \bar{v}_i + v'_i$$  \hspace{1cm} (2.1)

$$\frac{\partial \rho}{\partial t} + \rho \frac{\partial \bar{v}_i}{\partial x_i} = 0$$  \hspace{1cm} (2.2)

$$\frac{\partial (\rho v_i v_j)}{\partial t} + \frac{\partial (\rho \bar{v}_i \bar{v}_j)}{\partial x_j} = -\frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_j} (\mu \frac{\partial \bar{v}_i}{\partial x_j} + \frac{\partial \bar{v}_j}{\partial x_j} (-\rho' v'_i v'_j)) + \rho g_i$$  \hspace{1cm} (2.3)

where $-\rho' v'_i v'_j$ ($i = 1, 2, 3$) is the Reynolds stress term and includes the turbulence closure, which must be modeled in order to close Eq. (3). Eqs. (2) and (3) are steady-state conservation equations of mass and momentum, respectively. For the Reynolds stress term, there are different models which can be used to describe this term. For example, $k-\varepsilon$ and RSM models have been applied in hydrocyclone with a great degree of success.

The $k-\varepsilon$ model is a semi-empirical model based on model transport equations for turbulence kinetic energy $k$ and its dissipation rate $\varepsilon$ with the assumption that the flow in fully turbulent and the effects of molecular viscosity are negligible. Comparing with standard $k-\varepsilon$ model, the RNG $k-\varepsilon$ model includes additional terms for dissipation rate $\varepsilon$ development which can significantly improve the accuracy for rapidly strained flows. The RNG $k-\varepsilon$ model also provides an option to account for the effects of swirl or rotation by modifying the turbulent viscosity appropriately. The turbulence kinetic energy $k$ and its dissipation rate $\varepsilon$ in RNG $k-\varepsilon$ model can be obtained from the following equations:

$$\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho k v_i)}{\partial x_i} = \frac{\partial}{\partial x_j} (\alpha_k \mu_{eff} \frac{\partial k}{\partial x_j}) + G_k + G_b - \rho \varepsilon - Y_M + S_k$$  \hspace{1cm} (2.4)

$$\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho \varepsilon v_i)}{\partial x_i} = \frac{\partial}{\partial x_j} (\alpha_\varepsilon \mu_{eff} \frac{\partial \varepsilon}{\partial x_j}) + C_{1\varepsilon} \frac{\varepsilon}{k} (G_k + C_{3\varepsilon} G_b) - C_{2\varepsilon} \rho \varepsilon^2 k - R_\varepsilon + S_\varepsilon$$  \hspace{1cm} (2.5)

In Eqs. (4) and (5), $G_k$ and $G_b$ are the generations of turbulence kinetic energy due to the mean velocity gradients and buoyancy respectively, and $Y_M$ represents the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate. The quantities $\alpha_k$ and $\alpha_\varepsilon$ are the inverse effective Prandtl numbers for $k$ and $\varepsilon$, respectively. $S_k$ and $S_\varepsilon$ are user-defined source terms, and $C_{1\varepsilon}$, $C_{2\varepsilon}$ and $C_{3\varepsilon}$ are constants.

The RNG $k-\varepsilon$ model provides an option to account for the effects of swirl or rotation by modifying the turbulent viscosity appropriately. The modification takes the following functional form:

$$\mu_i = \mu_{i0} f (\alpha_s, \Omega, \frac{k}{\varepsilon})$$  \hspace{1cm} (2.6)

where $\mu_{i0}$ is the value of turbulent viscosity calculated without the swirl modification, $\Omega$ is a characteristic swirl number, and $\alpha_s$ is a swirl constant that assumes different values depending on whether the flow is swirl-dominated or only mildly swirling. The swirl modification always takes effect for axisymmetric, swirling flow and three-dimensional flow. The default value of swirl constant in Fluent is set for mildly swirling flow, thus, the it has to be increased for strongly swirling flow in order to improve predictions, which will cause numerical instability. The additional term $R_\varepsilon$ in the $\varepsilon$ equation (Eq. (5)) is the main difference between the standard and RNG $k-\varepsilon$ models. The RNG $k-\varepsilon$ model is more responsive to the effects of rapid strain and streamline curvature than the standard $k-\varepsilon$ model, which explains the superior performance of the RNG $k-$
\[ \varepsilon \] model for high swirling flow in hydrocyclone. Furthermore, the adoption of \( \mu_{\text{eff}} \) allows the RNG \( k-\varepsilon \) model to better handle low Reynolds number and near wall flows.

### 2.1.2 Reynolds Stress Model

The Reynolds stress model (RSM) closes the Reynolds-averaged Navier-Stokes equations (RANS) by solving transport equations for the individual Reynolds stresses without isotropic eddy-viscosity hypothesis and together with an equation for the dissipation rate. Since the RSM accounts for the effects of streamline curvature, swirl, rotation, and rapid changes in strain rate in a more rigorous manner, it has greater potential to give accurate predictions for complex flows in hydrocyclone. The RSM has been proven to be an appropriate turbulence model for hydrocyclone.\(^{[14-15,17-19]}\)

The exact transport equations for the transport of the Reynolds stress term \( \rho \overline{\nu'_i \nu'_j} \) (see Eq. (3)) in RSM are written as:

\[
\frac{\partial (\rho \overline{\nu'_i \nu'_j})}{\partial t} + \frac{\partial (\rho v'_i v'_j)}{\partial x_k} = D_{T,ij} + P_{ij} + \phi_{ij} + \varepsilon_{ij} 
\]

(2.7)

The four terms in the right of Eq. (7) are the turbulent diffusion \( D_{T,ij} \), stress production \( P_{ij} \), pressure strain \( \phi_{ij} \) and dissipation \( \varepsilon_{ij} \), which can be expressed by Eqs. (8)-(11).

\[
D_{T,ij} = -\frac{\partial}{\partial x_k} [\rho \overline{v'_i v'_j} + p(\delta_{ij} \overline{v'_i} + \delta_{ik} v'_j)] 
\]

(2.8)

\[
P_{ij} = -\rho \overline{v'_i v'_j} \frac{\partial \overline{v'_j}}{\partial x_k} + \overline{v'_i} \frac{\partial v'_j}{\partial x_k} 
\]

(2.9)

\[
\phi_{ij} = p \frac{\partial \overline{v'_i}}{\partial x_j} + \frac{\partial \overline{v'_j}}{\partial x_i} 
\]

(2.10)

\[
\varepsilon_{ij} = -2 \mu \frac{\partial \overline{v'_i}}{\partial x_k} \frac{\partial \overline{v'_j}}{\partial x_k} 
\]

(2.11)

where \( \delta \) is the Kronecker factor. In the simulation process of hydrocyclone, the standard linear pressure strain (LPS) model and quadratic pressure strain (QPS) model are often adopted. Narasimha et al. stated that the constants in the LPS correlation need to be adjusted to match the velocity predictions with data.\(^{[17]}\) Comparing with the default LPS model, the QPS model has been demonstrated to give superior performance in a range of basic shear flow, including plane strain, rotating plane shear, and axisymmetric expansion/contraction. This improved accuracy should be beneficial for the complex flows in hydrocyclone.\(^{[14]}\) Therefore, the QPS RSM is chosen in the current simulation.

### 2.1.3 Large Eddy Simulation

Large eddy simulation (LES) provides an alternative approach in which large eddies are explicitly resolved in a time-dependent simulation using the filtered Navier-Stokes equations. Velocity profiles of LES are resolved by a filtering operation of the velocity field, and the smaller scales or residuals are modeled in a particular manner. The velocity field is defined as the sum of the filtered velocity \( \overline{v'_i} \) and the residual component \( v'_i \),

\[
v_i = \overline{v'_i} + v'_i 
\]

(2.12)

Applied Eq. (12) to the governing Navier-Stokes equations, the filtered Navier-Stokes equations are obtained, where an additional stress tensor appears.
The filtered Navier-Stokes equations account for the transfer of momentum by subgrid scales of turbulence. The subgrid-scale stress $\tau_{ij}^{sgs}$ is defined as

$$\tau_{ij}^{sgs} \equiv \rho \frac{\partial \overline{v_i}}{\partial x_j} - \rho \overline{v_i} \overline{v_j}$$

The subgrid-scale stresses resulting from the filtering operation are unknown, and require modeling. The subgrid-scale stresses are usually modeled using a simple eddy viscosity, that is the stresses are defined as the product of the eddy viscosity and the strain rate,

$$\tau_{ij}^{sgs} \equiv \rho \mu \left( \frac{\partial \overline{v_i}}{\partial x_j} + \frac{\partial \overline{v_j}}{\partial x_i} \right)$$

The simplest subgrid-scale model is the Smagorinsky-Lilly model (SLM). This model proposes that the subgrid-scale eddy viscosity is related to the local average grid spacing and the mean strain rate. The Fluent implementation makes the length scale equal to the distance from the wall $d$ in wall bounded regions:

$$\mu_i = \rho L_s^2 \sqrt{2 \overline{S_{ij}} \overline{S_{ij}}}$$

where $\overline{S_{ij}}$ is the strain rate and the mixing length for subgrid scales can be calculated by

$$L_s = \min(\kappa d, C_s V^{1/3})$$

where $\kappa$ is the von Kármán constant, $C_s$ is the Smagorinsky constant, and $V$ is the volume of the computational cell. The Smagorinsky constant is not an universal constant, which is the most serious shortcoming of this simple model. Brennan and Narasimha et al. adopted the SLM subgrid-scale model and took the Smagorinsky constant as the default value 0.1 in their large eddy simulation of hydrocyclone, and their numerical results give good agreement with experimental results.

LES is not well defined to solve the flow close to the walls. The renormalization group (RNG) subgrid-scale model is very effective to model the low-Reynolds-number effects encountered in transitional flows and near-wall regions where the molecular viscosity has more significance. The turbulent viscosity is defined as the difference between the effective viscosity and the molecular viscosity:

$$\mu_t = \mu_{eff} - \mu$$

While the effective viscosity is defined as,

$$\mu_{eff} = \mu \left[1 + H(x) \right]^{1/3}$$

where $H(x)$ is the Heaviside function defined as $H(x) = x$ for $x \geq 0$ and 0 for $x \leq 0$, and $x$ can be expressed as $x = \mu_s^2 \mu_{eff} / \mu^3 - 100$. The turbulent viscosity, $\mu_t$, in the subgrid scale is defined as:

$$\mu_s = (C_{RNG} V^{1/3})^2 \sqrt{2 \overline{S_{ij}} \overline{S_{ij}}}$$

Delgadillo et al. have used the RNG subgrid-scale model in the large eddy simulation of hydrocyclone, and they stated that the RNG LES model captures the dynamics of the flow in hydrocyclone and they have also proven that $C_{RNG} = 0.157$ is the most acceptable value. It should be pointed out that LES model requires highly accurate spatial and temporal discretization, finer mesh than a comparable RANS simulation, and more compute resources.
still unanswered questions about appropriate subgrid-scale models for the multiphase flows encountered in mineral processing applications.

Therefore, four CFD models, RNG $k$-$\varepsilon$, QPS RSM, and SLM and RNG LES will be performed in 75mm standard hydrocyclone. And the numerical results will be compared with each other and that of experiment.

2.2 Multiphase Model

In the hydrocyclone, the centrifugal force generated by the tangential acceleration pushes the fluid to the wall and creates a low pressure in the central axis, which gives the right conditions to suck air into the device and form an air core. In the current simulation, the formation process, location and shape of the air core will be taken into account instead of neglecting it or making simple assumptions. The volume of fluid (VOF) free surface model is a simplification of the mixture model and has been successfully applied in predicting and modeling the air core in hydrocyclone.[14-18,21-22] The VOF model can simulate two or more immiscible fluid phases, in which the position of the interface between the fluids is of interest. In VOF method, the variable density equations of motion are solved for the mixture, and an additional transport equation for the volume fraction of each phase is solved, which can track the interface between the air core and the liquid in hydrocyclone. The single momentum equation is solved throughout the domain, and the resulting velocity field is shared among the phases. This momentum equation, shown below, is dependent on the volume fractions of all phases through the properties $\rho$ and $\mu$.

\[
\frac{\partial (\rho \mathbf{v}_i)}{\partial t} + \frac{\partial (\rho \mathbf{v}_i \mathbf{v}_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial \mathbf{v}_i}{\partial x_j} + \frac{\partial \mathbf{v}_j}{\partial x_i} \right) \right] + \rho g_i
\] (2.22)

where $\rho$ is the average density and can be calculated according to the density of $q^{th}$ phase $\rho_q$ and its volume fraction $\alpha_q$ which varies between 0 and 1, as,

\[
\rho = \sum \alpha_q \rho_q
\] (2.23)

The transport equation for the volume fraction of each phase is

\[
\frac{\partial \alpha_q}{\partial t} + v_j \frac{\partial \alpha_q}{\partial x_j} = 0
\] (2.24)

The simple VOF model has been adopted by most engineers for modeling the air core in hydrocyclone. And the comparison of Eulerian multiphase model and VOF by Brennan indicates that the velocity predictions using the two models are essentially the same.[16] Therefore, the air core will be resolved with VOF model in the current simulation. But for the dense slurry, the more sophisticated Eulerian multiphase model will be more suitable.

2.3 Particle Tracking

In most mineral processing operations, the solid phase is sufficiently dilute (<10%). Hence we can employ the discrete phase model (DPM), the fundamental assumption of which is that the dispersed second phase occupies a low volume fraction can be used to track solid particle movement. The Lagrangian DPM follows the Euler-Lagrange approach. The fluid phase is treated as a continuum by solving the time-averaged Navier-Stokes equations, while the dispersed phase is solved by tracking a large number of particles through the calculated flow field. The dispersed phase can exchange momentum, mass, and energy with the fluid phase.

The particle trajectories are computed individually at specified intervals during the fluid phase calculation. It can be predicted by integrating the buoyancy force and liquid drag force on the particle in a Lagrangian reference frame.

\[
\frac{dv_p}{dt} = F_p(v - v_p) + \frac{g(\rho_p - \rho)}{\rho_p}
\] (2.25)
where \( v \) and \( v_p \) are velocity of fluid phase and particle, \( \rho \) and \( \rho_p \) are density of fluid and particle. \( F_D(v-v_p) \) is the drag force per unit particle mass and

\[
F_D = \frac{18\mu C_D \text{Re}}{\rho_p d_p^2} 24
\]

where \( d_p \) is the particle diameter, the particle Reynolds number is defined as \( \text{Re} \equiv \rho d_p |v_p - v|/\mu \), and \( C_D \) is the drag coefficient.

The dispersion of particles can be accounted for with a stochastic tracking model, in which the turbulent dispersion of particles is predicted by integrating the trajectory equations for individual particles and using the instantaneous fluid velocity. Also, unsteady tracking is used, where at the end of each time step the trajectory is updated with the instantaneous velocity. As for the slurry feed concentrations in excess of 10% by volume, the DPM is not suitable and Eulerian multiphase model is more appropriate for tracking particles in hydrocyclone.

### 2.4 Erosion Model

The impingement of solid particles with hydrocyclone walls can cause considerable wear, which is an issue of great industrial concern, both from safety and economic considerations. The damage induced by the erosion can cause equipment failure. Hence, estimation of potential erosion of the hydrocyclone wall is important to predict the lifetime of the equipment; it is useful to know how it is affected by geometry and different operating conditions. Because of experimental difficulties, CFD analysis is an effective tool to investigate the erosion rate of hydrocyclone.

Particle erosion and accretion rates can be computed at wall boundaries based on the following model equations. The erosion rate is defined as

\[
R_{\text{erosion}} = \sum_{p=1}^{N} \frac{\dot{m}_p C(d_p) f(\alpha) v^{b(v)}}{A}
\]

where \( C(d_p) \) is a function of particle diameter, \( \alpha \) is the impact angle of the particle path with the wall face, \( f(\alpha) \) is a function of impact angle, \( v \) is the relative velocity, \( b(v) \) is a function of relative particle velocity, and \( A \) is the area of the cell face at the wall. The three functions \( C, f \) and \( b \) can be defined as boundary conditions at the wall; however the default values are not updated to reflect the material being used. Therefore, these parameters have to be updated for different materials. It is known that one of the main parameters which influence the erosion rate is the particles impingement angle. The impingement angle function can be used as the following model and defined by a piece-linear profile

\[
f(\alpha) = \begin{cases} 
\sin(2\alpha) - 3\sin^2(\alpha) & \text{for } \alpha \leq 18.43^\circ \\
\cos^2(\alpha)/3 & \text{for } \alpha > 18.43^\circ 
\end{cases}
\]

To calculate the erosion rate from Eq. (1), the diameter function and velocity exponent function are adopted as 1.8E-09 and 1.73. The CFD model records the number, velocity, mass and the impact angle of the various particles for each of the grids that form the internal geometry of the hydrocyclone. Then, the erosion rate of the hydrocyclone walls is determined using Eqs. (27) and (28). There are many parameters affecting the erosion rate, such as flow rate, design of the inlet, geometry and dimensions of the hydrocyclone and slurry properties etc. can affect the erosion rate, among which the inlet has a very important effect on the wear characteristics of hydrocyclone. Thus, as a preliminary work, we will calculate erosion rate for hydrocyclone with four different inlets and discuss the influence of the design of inlet ducting on wear characteristics of hydrocyclone.

### 3. Simulations and Results
3.1 Model Validation

The simulations are performed using Fluent CFD software package (version 6.3.26). As noted earlier published experimental data on a 75mm standard hydrocyclone is used to validate the CFD model. Figure 2.1 shows the dimensions and computational mesh for the test hydrocyclone; Table 2.1 lists its geometrical parameters. The geometry used in the simulation is the same as that of the experiment also the same area of quadrate inlet is used. Four turbulence models RNG \( k-\varepsilon \), QPS RSM, and SLM and RNG LES were tested. In the simulation, the velocity inlet boundary condition and pressure outlet boundary conditions are applied for the vortex finder and the spigot. The inlet flow rate is 1.12 kg/s and the pressure at the two outlets is 1atm. The physical constants for the liquid phase were set as those of water. The solid particle density is 2700 kg/m\(^3\) and its mass fraction is 4.8% at the inlet. The unsteady solver with time steps \(10^{-4}~10^{-6}\) s was applied in the simulations. The second-order upwinding and SIMPLE pressure-velocity coupling algorithm were adopted. The flow field reaches steady state after about 2s, therefore, the simulated results presented here are those for 3s after simulation starts i.e. when the flow is steady. The flow problem is simulated with three-dimensional unstructured mesh of hexahedral cells. Trial numerical results indicated that the solution is independent of the characteristics of the mesh size. Combined with the VOF model, the air core can be predicted with each one of the four turbulence models for comparison. The erosion rate of the hydrocyclone with four different inlets was also predicted with the RNG LES model. In this section, the simulated flow field, air core and particle classification results are compared with experiment to validate the model. Moreover, a comparison between the experimental and the numerical results is also made for other variables of the hydrocyclone e.g. pressure drop and volume split ratio.

3.1.1 Fluid Flow Field

Fig. 2.1(a) shows several representative streamlines in a 75mm standard hydrocyclone. It clearly indicates swirling flow pattern, and splitting overflow and underflow in hydrocyclone. In order to explore the inner flow field in hydrocyclone, three different horizontal planes situated 60, 120 and 170mm from the top wall of 75mm standard hydrocyclone are selected to give a general description of velocity field. On each plane, the axial and tangential velocity profiles are compared with those of the experimental results.

<table>
<thead>
<tr>
<th>TABLE 2.1: Geometry of the 75mm standard hydrocyclone.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Diameter of hydrocyclone</td>
</tr>
<tr>
<td>Diameter of the inlet</td>
</tr>
<tr>
<td>Diameter of the vortex finder</td>
</tr>
<tr>
<td>Diameter of the spigot</td>
</tr>
<tr>
<td>Length of the cylindrical section</td>
</tr>
<tr>
<td>Length of the conical section</td>
</tr>
<tr>
<td>Length of vortex finder</td>
</tr>
<tr>
<td>Cone angle</td>
</tr>
</tbody>
</table>

Figs. 2.2 (a) and (b) show the axial and tangential velocity profiles at 60mm from the top wall of the hydrocyclone, where four numerical results using RNG \( k-\varepsilon \), QPS RSM, SLM LES and RNG LES turbulence models are compared with the experimental results. The four results are all close to the experimental ones, but the QPS RSM, SLM LES and RNG LES computations track the axial and tangential velocities more closely than the RNG \( k-\varepsilon \) one. It can be seen clearly that the predicted axial and tangential velocities near the wall are near zero because the no-slip boundary condition is used for the walls. For the axial velocity near wall, there is little difference between the numerical results and the experimental ones.
while for tangential velocity, the experimental value is nearly zero which is the same as numerical result. Also, because of the air core, the axial velocity near the central core of the hydrocyclone is quite high while the tangential velocity approaches 0, which are all consistent with the experimental results and the physical conditions.

Figs. 2.2 (c) and (d) describe the axial and tangential velocity profiles in the 120 mm plane. The difference between the predicted velocities with RNG $k-\varepsilon$ model and those of experiment is so large that it may be concluded that the RNG $k-\varepsilon$ model is not suitable for modeling the turbulent flow in a hydrocyclone. The predicted results of QPS RSM, SLM LES and RNG LES models are all similar to each other, and rather close to the experimental values. The predicted behavior near the wall and at the center of hydrocyclone is the same as that along the 60 mm plane.

Figs. 2.2 (e) and (f) display the axial and tangential velocity profiles in the 170 mm plane. The predicted axial velocity with RNG $k-\varepsilon$ model is contrary to the experimental results (see Fig. 2.2 (e)). This can be explained from the fact that the flow near the central zone of the hydrocyclone is drained off due to the underflow because of the disappearance of the air core.
(see Fig. 2.3), hence the predicted axial velocity approaches negative values. The close performances of QPS RSM, SML LES and RNG LES models can be found in Figs. 2.2 (e) and (f), which can better predict the turbulent flow in the hydrocyclone.

From above comparisons, it is seen that the predicted axial and tangential velocities of the RNG $k$-$\varepsilon$ turbulence model are far from the experimental results while the performances of QPS RSM, SML LES and RNG LES models are close to each other and the experimental results. Therefore, we conclude that the RNG $k$-$\varepsilon$ model is not suitable for modeling hydrocyclones while QPS RSM, SML LES and RNG LES models can capture the velocity profiles at different locations of the flow and can be used to model the hydrocyclone. Comparison between the latter three turbulence models indicates that although the QPS RSM and SML LES models perform better near the center, the RNG LES model can track the turbulent velocities near the wall better. Furthermore, the absolute error is little for the axial velocity and nearly zero for tangential velocity near wall. Although the no-slip boundary condition is adopted by most of current CFD models, more accurate wall boundary condition with suitable boundary layer mesh can be applied to improve the simulation results considering the error in axial velocity. Another point should be noted that the QRS RSM turbulence model combining with VOF multiphase model can lead to numerical stability, while the LES model consumes significantly more computing resources and times.

### 3.1.2 Formation of the Air Core

The ability to predict well the development of the air core in the hydrocyclone is a test of the CFD model. Figs. 2.3-2.6 show the predicted air core formation with RNG $k$-$\varepsilon$, QPS RSM, SLM LES and RNG LES turbulence models, respectively. Figure 2.3 indicates the evolution of the air volume fraction with the RNG $k$-$\varepsilon$ model at real times from 0.02s to 3.0s. The variable of air volume fraction in the first second is distinct and then the air fraction changes are very minor. After the first second, a little change in the air volume fraction can be only found at the top end of hydrocyclone in the following one second. Between 2s to 3s, there is no variability of the air volume fraction. Further simulations indicate that the flow varies little after 1s and reaches steady state after 2s. It can be seen from Fig. 2.3 that the air core is formed at about 0.6s and then disappears; the predicted air core diameter with RNG $k$-$\varepsilon$ model is 0.2. The numerically computed air core diameter of Delgadillo et al. with RNG $k$-$\varepsilon$ model is 0.21,40 which is much closer to the current results. Thus, the RNG $k$-$\varepsilon$ model cannot predict the air core in a hydrocyclone, which is its major weakness.

Fig. 2.4 exhibits the air core formation with the QPS RSM turbulence model. The air core is formed in the first second and remains steady after 2s. A nearly parabolic shape of the air core is well predicted by QPS RSM turbulence model, which agrees well with the experimental data. The predicted air core diameter is about 10.6 mm, which is very close to the experimental value of 10mm. Figs. 2.5 and 2.6 show the air core development with SLM and RNG LES turbulence models. The similar formation process as QPS RSM model can be found in Figs. 2.5 and 2.6. Comparing with the air core with RSM model, the shape of air with LES is more regular and closer to the experimental shape. The predicted diameter is 11.5 and 10.45mm for SLM LES and RNG LES respectively. The error of SLM LES is large than 10%, and that of RNG LES is less than 5%.

The general mass balances are also calculated and compared with experiments as listed in Table 2.2. The experimental split ratio of the 75mm standard hydrocyclone is 95.1%, while the predicted split ratio with the RNG $k$-$\varepsilon$, QPS RSM, SLM LES and RNG LES turbulence models is 78.75%, 95.7%, 95.6% and 92%, respectively. For pressure drop, the experimental result is 46.7kPa, while the numerical results are 38.3, 41.1, 40.2 and 38.4 kPa, respectively. The experimental and numerical air core diameters are also listed in Table 2.2. In all, QPS RSM, SLM LES and RNG LES can be used for modeling a hydrocyclone. Considering numerical stability of RSM and relatively high accuracy near the wall of RNG LES turbulence model, the RNG LES will be adopted in the calculating erosion rate of hydrocyclone.

### 3.2 Erosion Rate

#### 3.2.1 Effect of feed inlet on erosion rate

The centrifugal effect is one of major affections for separation efficiency of particles,43 while the geometry of inlet has important influences on centrifugal effect. The geometry of the feed inlet can also affect energy consumption.46
Furthermore, the geometry of feed inlet is also one of important conditions affecting the erosion rate of the hydrocyclone. Therefore, we will presented four hydrocyclones with different feed inlets to simulate and calculate the erosion rate. Although the standard inlet as shown in Fig. 2.7(a) is very common in mineral processing, it does not perform so well in wear resistance despite its popularity. Therefore, three hydrocyclones with different inlets were tested for the erosion rate they are subject to with all parameters being fixed. Fig. 2.7 shows the detailed inlet geometry and dimension for the four cases. In order to compare the effect of the inlet geometry on the erosion rate, the same fluid and particle velocity 2.25 m/s are adopted for each case, the flow rate of solid particles is set as 0.05 kg/s, particle diameter is 11.5 μm. In calculation of the erosion rate of hydrocyclone, the interactions of the solid particles and the continuous phase need to be taken into account.

![Figure 2.3: The predicted air volume fraction and air core formation with RNG k-ε turbulence model from time 0-3s.](image1)

![Figure 2.4: The predicted air volume fraction and air core formation with QPS RSM turbulence model from time 0-3s.](image2)

<table>
<thead>
<tr>
<th>TABLE 2.2. General mass balance for four different turbulent models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
</tr>
<tr>
<td>Feed flow rate (kg/s)</td>
</tr>
<tr>
<td>Overflow flow rate (kg/s)</td>
</tr>
<tr>
<td>Underflow flow rate (kg/s)</td>
</tr>
<tr>
<td>Split ratio (%)</td>
</tr>
<tr>
<td>Pressure drop (kPa)</td>
</tr>
<tr>
<td>Air core diameter (mm)</td>
</tr>
</tbody>
</table>
Fig. 2.8 displays the variations of erosion rate of standard hydrocyclone (Fig. 2.7(a)) with time from 0.1s to 0.9s. At the beginning, the erosion rate on the wall of hydrocyclone is not very obvious because the solid particles have not yet reached the inner body of the device (fig. 2.8(a)). With the particles injected into the device, more and more particles collide the wall inducing distinct wear (fig. 2.8(b)). Two wear “hot spots” can be found at the intersection of the cylindrical and conical sections and the middle part of conical section. At the hot spot in the middle part of conical section, the erosion rate is more than $1 \times 10^{-4}$ kg/(m$^2$s), which is a very high value. Thus, this hot spot will cause device failure. After 0.1 second, wear occurs at vortex finder and spigot as well, and the latter is more obvious than the former one. Note that the erosion rates at the bottom of conical and spigot are very high. From 0.2s, the bottom of vortex finder begins to appear wear zone, and from 0.3s the wear phenomena of vortex finder is more and more distinct with increasing finer ores escape from it. It can be seen from fig. 2.8 that there is hardly any wear in the inlet ducting. The erosion rate variation in the first 0.2s is very sharp but the development later on is not obvious.

![Figure 2.7: Four hydrocyclones with different inlet duct designs: (a) standard tangential inlet, (b) modified tangential inlet, (c) circular involute inlet and (d) elliptical involute inlet.](image-url)
Figure 2.8: Surface plots of the computed local erosion rates in the modeled hydrocyclone with a standard tangential inlet at various times: (a) 0.1s, (b) 0.2s, (c) 0.3s, (d) 0.6s and (e) 0.9s.

Figure 2.9: Erosion rates of tested standard hydrocyclone fitted with standard (a) and modified (b) tangential inlets, circular (c) and elliptical (d) involute inlets; (e) erosion rate of new design.

Figs. 2.9 (a)-(d) shows the erosion rate of the inner wall of the simulated hydrocyclones fitted with different inlets. Table 2.3 lists the maximum and average erosion rates and computed pressure drop for each case. Although the standard hydrocyclone with tangential inlet (fig. 2.9(a)) has been widely used in mineral processes, the erosion rate for it is the highest compared with the other three designs. Also, obvious wear hot spot can be found at the bottom of the cone section, where the erosion rate is very high. The maximum and integral erosion rates are 3.72E-4 and 1.87E-6 kg/(m²s), respectively. However, the pressure drop is the lowest, 32.8 kPa. For the modified tangential inlet (fig. 2.9(b)), there is no obvious wear hot spot, but the erosion rate is still high compared with the involute inlet. The maximum and average erosion rates are 7.61E-7 and 4.72E-8 kg/(m²s), respectively, and the pressure drop is very high (81.7kPa). For the involute inlet which can provide a smooth transition from pressure energy to rotational momentum, the distribution of erosion rate is relatively uniform and the value is low. For the circular involute inlet, the maximum computed erosion rate is only 4.32E-7 kg/(m²s) and the average value is 2.91E-8 kg/(m²s) while for the elliptical involute inlet, the maximum and integral erosion rates are 4.37E-7 and 3.90E-8 kg/(m²s), respectively. Moreover, the pressure drop of circular involute inlet (45.7kPa) is much smaller than that of elliptical involute inlet (72.3kPa). It can be seen from fig. 2.9 that the erosion rate at the inlet is nearly zero, while the erosion rate for conical section and spigot is much higher than that of cylindrical section and vortex finder.

**TABLE 2.3. Computed Erosion rate for four inlet duct designs**

<table>
<thead>
<tr>
<th>Inlet</th>
<th>Pressure drop (kPa)</th>
<th>Maximum Erosion rate (kg/(m²s))</th>
<th>Face average erosion rate (kg/(m²s))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard tangential inlet</td>
<td>32.8</td>
<td>3.72E-4</td>
<td>1.84E-6</td>
</tr>
<tr>
<td>Modified tangential inlet</td>
<td>81.7</td>
<td>7.62E-7</td>
<td>4.72E-8</td>
</tr>
<tr>
<td>Circular involute inlet</td>
<td>45.7</td>
<td>4.32E-7</td>
<td>2.91E-8</td>
</tr>
<tr>
<td>Elliptical involute inlet</td>
<td>72.3</td>
<td>4.37E-7</td>
<td>3.90E-8</td>
</tr>
<tr>
<td>Innovative design</td>
<td>53.4</td>
<td>9.55E-9</td>
<td>3.57E-10</td>
</tr>
</tbody>
</table>
3.2.2 Novel Design

Generally, the feed fluid stream collides with the spiraling fluid causing turbulence for the tangential inlet design; this causes significant separation inefficiency. Therefore, the spiral feed inlet which produces a smooth transition from pressure energy to rotational momentum without the fluid flow stream colliding with the inlet flow is adopted in the new design. Furthermore, the bell-shaped vortex finder tube can increase acceleration of the rotating fluid at a critical moment. The acceleration rapidly moves the heavier solids toward the hydrocyclone walls, which reduces the possibility of mixed density solids leaking or short-circuiting through the overflow. Additionally, the parabolic shaped body of the hydrocyclone provides a gentler slope from the cylindrical section to the apex orifice. The large cross-sectional area of the parabolic shaped body contributes to a stable laminar flow and a reduction in plugging. The geometry of the new design can be found in fig. 2.9(e).

![Graph showing particle separation efficiency compared with standard design.](image)

Figure 2.10: Particle separation efficiency compared with standard design.

The numerical split ratio for the new design is 98.55%, the pressure drop is about 53.4kPa, the predicted air core diameter is 12.6mm. As compared with the standard hydrocyclone design, the split ratio increases at the cost of a small increase in the pressure drop. The air core diameter is also larger than that of the standard one; thus, some methods such as inserting a central solid should be considered in the new design to reduce the adverse influence of the air core. We also compare the axial and tangential velocities with that of standard design on three planes. Numerical results indicate that the axial velocities of the standard and new one are close while the tangential velocity of the new design is larger than that of standard one on 60mm plane, which can attribute to the smooth transition of spiral inlet. On the following two planes, the axial velocity of the new design is much higher than the standard one and the difference of axial velocity from centre to wall is larger. This can be explained by the function of bell-shaped vortex finder. The tangential velocity along the 120 and 170mm planes of the new design is larger than that for the standard one, which is a result of the joint action of the spiral inlet and the parabolic shaped body. From fig. 2.10, although the by-pass of the fine particles increases, the classification of coarse particles can be greatly improved when compared with standard design.

For the erosion rate, it can be seen from fig. 2.9(e) that the erosion rate of the new design is much lower and more uniform than that in the standard one; moreover, there is no obvious hot spot in the proposed new design. The maximum and integrated erosion rates are 9.55E-9 and 3.57E-10 kg/(m2s), respectively. According to above discussion, successful innovation in hydrocyclone design can thus lead to reduced maintenance and lower operating energy costs and longer wear life. Further work is ongoing to find better designs for greater efficiency at lower cost.
4. Concluding Remarks

Four turbulence models, RNG $k-\varepsilon$, QPS RSM, SLM LES and RNG LES, were used to predict the aerodynamic performance of a 75mm standard hydrocyclone. The comparison of numerical and experimental results indicates that the RNG $k-\varepsilon$ turbulence model is not suitable for modeling highly swirling flows in hydrocyclones, while QPS RSM, SML LES and RNG LES models can capture well the velocity profiles and predict the formation of air core. With a VOF multiphase model, the air core formation was analyzed in detail and the diameter of steady air core was successfully predicted. The effects of inlet on the erosion rate were investigated with the RNG LES model. The involute inlet can eliminate the wear hot spot and lower the level of concentrated wear. The proposed novel design with a spiral feed inlet, bell shaped vortex finder and a parabolic shaped body can present better separation efficiency and very low erosion rate at cost of little increased pressure drop. This is only a preliminary study of the design and optimization process concerning erosion rate of a hydrocyclone. In future study, other parameters and conditions such as inlet flow rate, particle characteristics etc. which can affect erosion rate will be investigated as all of the performance parameters should be taken into account for good design and operation of the hydrocyclone and to increase its service life.
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A three-dimensional (3D) computational fluid dynamic simulation of a vortex tube is carried out to examine its flow and thermal characteristics. The aim of this work is to model the performance and capture the highly swirling compressible flow behavior inside the tube and gain basic understanding of the well known temperature separation process. Simulations are carried out using the standard k-ε, k-omega, RNG k-ε and swirl RNG k-ε turbulence models. An experimental setup was built and tested to validate the simulation results. The predicted results suggest that the RNG k-ε turbulence model yield better agreement between the numerical predictions and experimental data. The model captures the essential features of the flow including formation of the outer vortex and the inner reverse vortex flow. Flow and geometric parameters that affect the flow behavior and energy separation are studied numerically. Effects of the inlet pressure, with and without an insert in the tube, are examined by numerical experiments.
1. Introduction

Vortex or swirl flows are of considerable practical interest because of their frequent occurrence in industrial applications, such as furnaces, gas turbines, combustors and dust collectors. The vortex tube is a simple device with no moving parts that is capable of separating a high pressure flow into two lower pressure flows of different temperatures one cooler than the inlet fluid temperature and the other hotter. Despite the simplicity of the vortex tube, the energy phenomenon causing separation cooler and into a hotter gas streams is quite complex and not yet fully understood.

Recent efforts have successfully utilized computational fluid dynamic (CFD) modeling to explain the fundamental principle behind the energy separation generated within the vortex tube. An application of CFD model for simulation of a strongly swirling flow using a modified k-ε turbulence model to investigate the flow characteristics and energy separation effect on the vortex tube was carried out by Liu et al. They simulated the energy separation effect and the numerical solutions agreed well with their experiments. Eiamsaard and Promovonge applied the algebraic Reynolds stress model (ASM) for simulation of a vortex tube and found that the use of ASM results in more accurate prediction relative to the k-ε model. Vortex tube modeling was carried out by Behera et al. using the Star-CD code with renormalization group (RNG) version of the k-ε model. They investigated the effect of different types and number of nozzles on energy separation in a counter-flow vortex tube using CFD modeling and experiments. Aljuwayhel et al. studied the energy separation mechanism and flow phenomena in a counter-flow vortex tube using Fluent code using both the standard k-ε and the RNG k-ε models. This is contrary to the results of Skye et al., who claimed that the standard k-ε model performs better than the RNG k-ε model although both used the same commercial CFD code.

The application of a mathematical model for the simulation of thermal separation in a Ranque-Hilsch vortex tube was carried out by Eiamsaard and Promovonge. A staggered finite volume approach with the standard k-ε turbulence model and an algebraic stress model (ASM) was used. Their computations showed good agreement of the algebraic stress model (ASM) predictions with their experimental results.

The fundamental mechanism of energy separation has been well documented by some investigators. However, due to lack of reliable measurements of the internal temperature and velocity distributions, there is still need for more effort to capture the real phenomena in a vortex tube. A 3D simulation is clearly a good option to capture well the complex flow phenomena in the vortex tube. Literature results revealed that only a few investigators have been worked on 3D simulation of vortex tube. This work was undertaken to fill a gap in our knowledge of the 3D flow in a vortex tube and obtain experimental data for validation. Due to complexities encountered only limited data could be obtained, however.

This study was motivated by our recent development of a novel atmospheric freeze drying apparatus using a vortex tube to generate a subzero air flow as described in Rahman and Mujumdar. A recent review by Claussen et al. describes the advantages of the AFD process. A vortex tube was used to supply cold air in laboratory scale experiments of AFD of several fruits, fish, meat etc. The COP of a vortex tube is far lower than the COP of a vapor compression cycle, which is the main drawback of this device. However, this is a cheap, compact and simple device which produces both heating and cooling effects simultaneously without using only compressed air at moderate pressure. Therefore, this device can be used effectively in process environments like in AFD process, where heating and cooling outputs of vortex tube can be used concurrently; the hot stream can be used to supply the sublimation heat.

In this work results of a 3D CFD model are presented. It captures the aerodynamics and temperature separation effect in a commercial Maxwell-type vortex tube. Three different turbulence models were studied. An experimental setup was developed to compare the predicted results with experimental data.

2. Vortex Tube Geometry

The vortex tube of the ‘Maxwell Demon’ type was chosen to study the flow characteristics and temperature separation. A photograph and a schematic diagram of the vortex tube are shown in fig 3.1 and fig 3.2, respectively. The 14.4 cm
working tube length was used as the boundary geometry for the CFD model. The hot and cold tubes are of diverging conical shape with areas of about 0.23 cm\(^2\) and 0.07 cm\(^2\) for the inner and outer hot air exits, respectively, while 0.07 cm\(^2\) and 0.12 cm\(^2\) for the cold air exits, respectively. The main part of the vortex tube called the generator plays an important role in generation cooler temperature. The generator as well as the vortex tube consists of 6 rectangle shaped nozzles. The nozzles were oriented at an angle of 9\(^\circ\) with respect to the tangent around the periphery of the generator. The width, length and height of each nozzle are 0.2 cm, 14.4 cm, and 0.73 cm, respectively. Lengths of the hot and cold tube are 11.5 cm and 2.9 cm, respectively. All the dimensions were measured using high precision digital slide calipers. The geometric dimensions of the vortex tube are summarized in tab 3.1.

![Figure 3.1: Photograph of the vortex tube.](image1)

![Figure 3.2: Schematic of the vortex tube.](image2)

<table>
<thead>
<tr>
<th>TABLE 3.1. Geometric measurement of vortex tube and fluid properties</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tube characteristics</strong></td>
</tr>
<tr>
<td>Tube length towards hot outlet, (L_h)</td>
</tr>
<tr>
<td>Tube length towards cold outlet, (L_c)</td>
</tr>
<tr>
<td>Tube diameter hot end (inner side), (D_{hi})</td>
</tr>
<tr>
<td>Tube diameter hot end (outer side), (D_{ho})</td>
</tr>
<tr>
<td>Tube diameter cold end (inner side), (D_{ci})</td>
</tr>
<tr>
<td>Tube diameter cold end (outer side), (D_{co})</td>
</tr>
<tr>
<td>No of nozzles at the inlet</td>
</tr>
<tr>
<td>Nozzle diameter, (D_n)</td>
</tr>
<tr>
<td><strong>Inlet fluid properties</strong></td>
</tr>
<tr>
<td>Fluid</td>
</tr>
<tr>
<td>Temperature, (T_{in}) (K)</td>
</tr>
<tr>
<td>Supply pressure before nozzle</td>
</tr>
</tbody>
</table>

3. Turbulence Model

In this study the Renormalization Group (RNG) version of the k-\(\varepsilon\) model, the RNG with swirl and the standard k-\(\varepsilon\) model were investigated for comparison. The RNG k-\(\varepsilon\) turbulence model is derived from the instantaneous Navier-Stokes equation using a mathematical technique called the renormalization group. The RNG k-\(\varepsilon\) model is similar in form to the standard k-\(\varepsilon\) model but includes the effect of swirl on the turbulence intensity and calculates, rather than assumes, a turbulent Prandtl number.\(^{[11]}\)

4. Solution Procedure

The computational domain of the vortex-tube flow system simulated is illustrated in fig 3.3. In the present computation the Navier-stokes equations, energy equation \(\ldots\) are solved numerically by a finite-volume method together with the
turbulence model equations. The commercial CFD model Fluent 6.2\textsuperscript{[12]} was used to solve the governing equations. Swirling components were activated in swirl RNG k-\epsilon turbulence model. The SIMPLE algorithm was selected for pressure-velocity de-coupling and iterations.

The discretization of the governing equations is accomplished by a first-order upwind scheme. The air entering the tube is modeled as an ideal gas of constant specific heat capacity, thermal conductivity, and viscosity. The under-relaxation iterative line by line iterative technique is used for solving the resultant finite-difference equations. Due to the highly nonlinear and coupling features of the governing equations for swirling flows, low under-relaxation factors e.g. 0.24, 0.24, 0.24, and 0.2 were used for pressure, momentum, turbulent kinetic energy and energy, respectively, to ensure the stability and convergence of the iterative calculation. The convergence criterion for the residual was set at $1 \times 10^{-5}$ for all the equations.

![Figure 3.3: Computation domain of the vortex tube.](image)

5. Grid Dependence Study

To eliminate error due to coarseness of the grid, tests were carried out for different number of unit cells in the vortex tube. The variation of the key parameters such as static temperature for different cell volumes was investigated. Investigations of the mesh density showed that the model predictions are insensitive to the number of grids above 600,000. Therefore, a mesh consisting of 650,000 grid elements was used to produce the results shown in this paper.

6. Boundary Conditions

Basic assumptions for all the computations of the vortex-tube flow are as follows: three dimensional, steady state, subsonic flow inside the vortex tube, uniform fluid properties at the inlet and the fluid is an ideal gas. In the inlet region, stagnation boundary condition of the vortex tube with total pressure was in the range of 4 to 6 bar and total temperature of 300 K. The inlet consists of as 6 discrete nozzles as in the experimental setup. The hot exit outlet is considered as an axial outlet as in the original vortex tube design. In the computational domain shown in fig. 3.3 the air enters the vortex tube axially through the nozzles with a significant tangential velocity. Far field boundary layer is the recommended boundary condition at outlet for an ideal gas in turbulent flow. Therefore, far field boundary layer was adopted in this work at the cold and hot outlets. The vortex tube is well insulated. Therefore, in the present computations as adiabatic wall condition was applied along with no slip condition at the wall.

7. Experimental Apparatus

A schematic of the layout of the experimental rig is shown in fig. 3.4. It consists of a screw compressor, a vortex tube cooler, a micrometer, two clamping stand and a needle type thermoprobe made of T-type copper-constantan thermocouples (Omega, USA) The vortex tube cooler (Model 3240, Exair Corporation) with 0.82 kJ/s refrigeration capacity
and air flow rate of 0.018876 m3/s was used to generate subzero temperature air. A thermoprobe was fixed to the lower end of the micrometer; it could be adjusted to any location along the horizontal direction inside the vortex tube by varying the position of the clamp. A micrometer is used to move and locate the thermoprobe along the vertical direction to any particular location in the vortex tube. A pressure regulator was used to control and measure the air pressure supplied to the vortex tube. A higher pressure flow provides lower subzero-temperature. The cold end of the vortex tube was selected to measure the temperature distribution, as it was convenient to insert the thermoprobe to any location at this end. A calibrated thermoprobe was inserted at two different locations 0.15 cm and 0.3 cm apart (fig. 3.5) close to the inlet nozzle. Two different inlet absolute pressures (3 bar and 4 bar) of the compressed air were chosen to obtain different subzero air temperatures. Prior to start of the measurement the experiment was running for several minutes to stabilize the air temperature at a preset pressure of the compressed air. The reproducibility of the experiment was measured to be within ±5%. The temperatures were recorded using a data logger (Hewlett Packard 34970A, USA).

Figure 3.4: Schematic diagram of the experimental setup.

Figure 3.5: Dotted lines show planes in the cold air side of vortex tube where temperature measurements were made for comparison with model results.

8. Results and Discussion

Figures 3.6 and 3.7 shows the radial variations of the static temperature of the experimental and simulation results at two locations 0.3 cm and 0.15 cm from the inner side of the cold air outlet (fig. 3.5).
The inlet air pressure of 4 bars (absolute) was used in experiment and in all the computations with four different turbulence models as noted earlier. Hot and cold air temperatures were observed near the periphery of the vortex tube and in the inner core of the air stream, respectively. A decreasing trend of the temperature variation was observed towards the inner core of the vortex tube, which agrees with the results of other investigators.\(^1\) The maximum and minimum temperatures were found from the experimental results to be $-5.80\,^\circ\text{C}$ and $-15.26\,^\circ\text{C}$, respectively, at an axial distance of 0.3 cm, while they were $-3.31\,^\circ\text{C}$ and $-15.63\,^\circ\text{C}$, respectively, at 0.15 cm.

A comparison of the predicted temperature with experimental results is also shown in fig. 3.6 and fig. 3.7. It is evident from the fig. 3.6 that the RNG $k$-epsilon model accorded well with the observed trend of temperature distribution as well as with the minimum and peak values of the temperature with the experimental data. The swirl RNG $k$-epsilon model, however, results in over-predictions. The standard $k$-epsilon and $k$-omega model are making poor predictions of the experimental results, especially in terms of the distribution of temperature along the radial direction.

Figures 3.8 and 3.9 show a comparison between the experimental and simulation results at 3 bar absolute pressure at the same location to make the results more consistent. Only the swirl RNG $k$-epsilon and RNG $k$-epsilon models were used for this case as it was previously observed that the standard $k$-epsilon and $k$-omega models are not suitable for the prediction of the temperature distribution in a highly swirling flow of the type found in a vortex tube. From experimental...
results the maximum hot air temperature near the periphery at the axial locations of 0.15 cm and 0.3 cm from inlet of the nozzle towards cold air exit of the vortex tube were found to be 3.5°C and 5.8°C, respectively; these results match well with both models. The minimum air temperatures were obtained at the center of the inner air stream; they were -6.6°C and -4.2°C, respectively, for the above two locations while they are -6.3°C, and -0.25°C, and -7.4°C and 0.40°C, respectively, for the RNG k-epsilon and swirl RNG k-epsilon models. It is apparent from the predicted temperature field that RNG k-epsilon model shows closer agreement than swirl RNG k-epsilon model mainly in terms of trend of temperature distribution. At the axial distance of 0.3 cm (Fig 3.9) both model shows similar trend of the temperature distribution along the radial direction. However, in terms of cold and hot air temperature in the tube core and in the periphery's of the vortex tube, the RNG k-epsilon model shows more closer agreement, while an under prediction is noted for the swirl RNG k-epsilon. From the above comparison between experimental and predicted results it is apparent that the RNG k-epsilon predictions yield closer agreement with the data. In terms of the overall local temperature predictions, the RNG k-epsilon turbulence model has better conformity with our experimental data due possibly to its ability to incorporate the effect of swirl on turbulence. Therefore, the RNG k-epsilon model was used in further computations to capture the strongly swirling complex flow along with the temperature characteristics inside the vortex tube.

8.1 Temperature and Flow Field

Temperature contours on the cold and hot sides of the vortex tube are shown in figs. 3.10 and 3.11, at an axial distance of 0.2 cm (cold side) and 1.5 cm (hot side) from the inlet nozzle, respectively, at an inlet pressure of 5 bars absolute. As expected and seen in fig 3.10, the temperature increases from the inner core to the outer periphery. The inner core temperature is found to be about -53°C up to a radius of 0.15 cm, and subsequently a higher temperature of -33°C up to the periphery of the vortex tube on cold air side. Cold and hot air temperatures of about (5°C) and (17°C), respectively, are noted in the inner and the outer streams near the periphery as shown in fig 3.11 at a location of 1.5 cm from the inlet nozzle towards the hot end of the vortex tube. To obtain the velocity magnitudes inside the vortex tube, CFD prediction appears to be the only viable option, as it is very difficult if not impossible to measure these complex three dimensionless turbulent velocity fields experimentally. Figures 3.12 and 3.13 show the contours of the velocity vectors at two locations inside the vortex tube. A high velocity (400 m/s) was observed in the central core in the cold end region at a distance of 0.2 cm from the inlet nozzle. This velocity magnitude prevailed over about half of the radius of the tube in radial direction; the velocity falls to 280 m/s towards wall of the tube. In the hot region of the tube at a location of 0.15 cm three distinct steps in the velocity magnitude were observed. The predicted velocity magnitude in the central core, that in between the center core and the periphery of the tube and in the vicinity of the periphery were about 220 m/s, 220-280 m/s and 280-140 m/s, respectively.
8.2 Energy Separation Mechanism

Contour of velocity vectors at different sections towards the hot air outlet is shown in fig 3.14, which shows that compressed gas flows tangentially into the tube; it expands and rotates in the vortex generation chamber. Consequently, the vortex flows are generated and they move along the tube.

Figure 3.14: Contour of velocity magnitude (m/s) of hot end at RNG k-epsilon 5bar

Figure 3.15 shows the velocity distribution at various locations from the inner end (near the inlet nozzle) towards hot air outlet along the radial direction. Total velocity magnitude ($V_t$) of the compressed air decreases near the wall as it moves towards the hot outlet. The $V_t$ near the inlet and hot air outlet was about 300 m/s and 50 m/s, respectively. However, the $V_t$ in the inner region where the air is recirculated and moves towards the cold air outlet opposite to the outer flow increases from 30 m/s to 400 m/s. These phenomena are well captured and clearly visualized in the cross-sectional view along the whole vortex tube as shown in fig 3.16. On account of the friction between the gas and the tube inner surface, the angular velocity becomes low in the outer annular region and high in the inner region. Therefore, the free vortex is formed by the law of constant angular momentum ($\omega r^2 = constant$) in the outer region. It is changed to the forced
vortex in the central core as the flow moves towards the cold air outlet. Such a solid body rotation tends to have a uniform angular velocity distribution ($\omega = \text{constant}$) due to the viscous effect between adjacent fluid layers.

Figure 3.15: Computed plots of velocity magnitude (m/s) of hot end at RNG k-epsilon 5bar.

Figure 3.16: Variation of velocity magnitude at different location at axial cross section of vortex tube.

Figure 3.17: Predicted plots of static pressure (Pa) of hot end at RNG k-epsilon 5bar.

Figure 3.18: Plots of static temperature at different location of hot end using RNG k-epsilon at 5bar.

On the other hand, pressure in the central core becomes lower than that in the outer region as shown in fig 3.17. This is due to the effect of centrifugal force, and the central region is exposed to the ambient at the orifice side and blocked with the throttle valve at the opposite side. Thus the flow is reversed in the central core as a result of the inverse pressure gradient near the throttle valve, and the turbulence is intensified.

Figures 3.18 -3.20 show the occurrence of energy separation in the vortex tube. It appears that one air stream moves up and the other below it, both rotate in the same direction at the same angular velocity. That is, a fluid particle in the inner stream completes one rotation in the same time as a particle in the outer steam. However, because of the principle of conservation of angular momentum, the rotational speed of the smaller vortex is be expected to increase. (The conservation principle is demonstrated by spinning skates that can slow or speed up their spin by extending or drawing on their arms) But in the vortex tube, the velocity of the inner vortex remains the same (fig. 3.15). Angular momentum is lost
by the inner vortex. The energy that is lost shows up as heat in the outer vortex. Thus the outer vortex becomes warmer, and the inner vortex is cooled.

---

8.3 Parametric Studies: Inlet Pressure

To investigate the effect of various inlet pressure figs. 3.21 and 3.22 illustrate computed contours of streamlines of static temperature and $V_t$ along the cross section of vortex tube predicted by the numerical model. Three different inlet pressures were used in numerical simulation to investigate as: 5, 4, and 3 bars. It is obvious from the contours of static temperature (fig 3.21) that energy separation increases with increased inlet pressure. At the same location of the cold air exit, the cold exit temperature was found of about 240K, 265K and 274K for the inlet pressure of 5, 4 and 3 bar, respectively, while in hot air exit temperature was noted about 315K, 300K and 296K, respectively. From the velocity contours (fig 3.22), higher $V_t$ was predicted at the cold and hot end outlet at higher inlet pressure. As explained earlier, higher velocity magnitude causes higher loses of angular momentum from the inner vortex which in terms increases the amount of transfer of heat to the outer vortex. Therefore, a higher energy separation is observed at higher inlet pressure.

8.4 Location of Strip in Tube

Figure 3.23 shows the contour of $V_t$ to demonstrate the effect of location of the strip inside the Exair vortex tube. In numerical simulations, two locations of the strip were considered e.g. case-1 Existing location of strip of the commercial vortex tube which is 9 cm from the inlet or at the closer to the hot end exit and case-2: strip placed 7 cm from the inlet of vortex tube. Numerical investigation was extended to observe and compare the effect without the strip as well. Predicted results show the higher velocity of magnitude at the current location of the strip (case-1). The $V_t$ at the current particular location which is close to the exit of cold air outlet were found to be 400 m/s and 340 m/s for case-1 and case-2, respectively, while at hot air outlet of about 250 m/s and 120 m/s, respectively. Higher velocity causes higher energy separation as noted earlier. Without the strip poor performance occurs as far as the velocity magnitude is concerned. Therefore, our numerical prediction illustrate that the strip in the vortex tube is located at the right place for better performance of the tube.

9. Conclusion

Numerical computations were carried out with a 3D-CFD model of a vortex tube. The model predictions with RNG $k$-$\varepsilon$ turbulence model were in closer agreement with measurements than those of the standard $k$-$\varepsilon$, $k$-$\omega$ and the swirl RNG $k$-$\varepsilon$ turbulence models. The simulations captured the temperature and flow field inside the vortex tube. The numerical
model is also capable of predicting a temperature separation effect that is consistent with the observed behavior. Predicted results show that energy separation occurs mainly due to transfer of loss of angular momentum as a form of heat from the inner vortex to the outer vortex. Results also revealed that the magnitude of energy separation increases as the inlet pressure increases. Finally the current location of the strip inside the vortex tube is optimal and yields better energy separation effect.

Figure 3.21: Static temperature contours along axial cross section of vortex tube at different inlet pressure.

Figure 3.22: Velocity magnitude contours distribution along axial cross section of vortex tube at different inlet pressure.

Figure 3.23: Contours of total velocity magnitude along axial cross section of vortex tube for different location of strip.

Nomenclature

- $C_i$ - coefficient $[i=1,2,3,4]$
- $k$ - turbulence kinetic energy $[m^2s^{-2}]$
- $P$ - pressure [kPa]
\( S_i \) - momentum source component [-]
\( T \) - temperature [K]
\( u_i \) - absolute fluid velocity component in direction xi [m s\(^{-1}\)]

**Greek symbols**
- \( \rho \) - density [kg m\(^{-3}\)]
- \( \mu \) - dynamic viscosity [kg m\(^{-1}\)s\(^{-1}\)]
- \( \delta \) - Kronecker delta tensor [-]
- \( \varepsilon \) - turbulence dissipation rate [m\(^2\) s\(^{-3}\)]
- \( \sigma \) - stress [N m\(^{-2}\)]
- \( \beta \) - coefficient
- \( \eta_0 \) - coefficient

**Subscripts**
- \( i, j, k \) - Cartesian indices
- \( \tau \) - turbulence; total
- \( h \) - hot gas

**References**

Droplet drying in spray dryers is typically modeled using the lump approach or the discretized droplet approach. This paper focuses on the former approach and reviews two useful models along this line: Reaction Engineering Approach (REA) and Characteristic Drying Curve (CDC). Comparison of the models with available droplet drying data and in CFD revealed the sensitivity of these models to the initial moisture. This is an important considering when extending these models to different drying and droplet conditions. The REA model can be extended to compute droplet surface condition. Analysis shows that this is significant in the prediction of particle rigidity which will be important in deposition modeling. A brief outlook was further included highlighting recent advances in modeling certain particle morphologies which are not distinguished in the lump models.
Modeling Droplet Drying in Spray Drying

1. Introduction

Spray drying involves rapid removal of moisture from finely atomized droplets. The key features and main challenge in modeling such a process is the simultaneous mass transfer, heat transfer and solid formation as the particle dries. There are typically two main approaches in modeling the drying process of a droplet, discretized approach and lump approach. For implementation in Computational Fluid Dynamics (CFD) simulations, which is the focus of our larger project, the latter approach is more desirable due to the lower computational requirement. However, there are many variations to the lump approach, along with different assumptions in these models. In order to gain more confidence in these models, it will be important to evaluate how these models actually behave at different drying conditions. This paper highlights some of our recent work in evaluating two such lump models: (1) Reaction Engineering Approach (REA) and (2) Characteristic Drying curve (CDC).

The paper is organized in the following manner. Firstly two basic theoretical approach in modeling pure droplet heat and mass transfer will be introduced. These two basic approaches will then be extended, in the second section, to droplets containing dissolved solids in which the REA and CDC will be introduced. The third section evaluates the performance of these models based on constant single droplet drying experimental conditions. The evaluation was then extended to a CFD simulation with rapidly changing ambient environment in the fourth section. Towards the end of the paper, a brief outlook on some recent alternative modeling method was included to give a wider perspective on this important subject.

2. Theory: Evaporation of Pure Droplets

2.1 Interface Boundary Approach

In this approach, as moisture is evaporated from the surface, it is visualized that a thin of saturated vapour is formed at the droplet-air interface (Figure 4.1a). Therefore, the mass transfer is controlled and driven by the difference between the surface and ambient vapour concentration. Mathematically, this can be written in the following form by introducing a mass transfer coefficient,

\[
\frac{dm}{dt} = -h_{\text{w}}A \left( P_{v,\text{sat}}(T_d) - P_{v,\infty} \right)
\]

For pure droplets, the surface vapour concentration will always be at saturation. The degree of saturation will strongly depend on the droplet temperature which can be determined thermodynamic correlation such as the Antoine Equation. In terms of the heat transfer, there will be simultaneous convective heat and evaporative cooling of the droplet due to temperature differences and moisture evaporation, respectively (Figure 4.1b). The heat transfer equation then takes the form,

\[
mC_p \frac{dT_d}{dt} = hA(\Gamma - T_d) - \Delta H_{\text{vap}}m_S \frac{dX}{dt}
\]

The first part of the equation is the convective portion (heat gain) whereas the second part is the evaporative cooling (heat loss). Normally, a uniform temperature is assumed for the small droplets encountered in spray drying. Although there are arguments on the importance of temperature gradient within the particle, the assumption of a uniform temperature can be justified in some detailed analysis of the Biot number. There are even reports of usage of a uniform temperature in the discretized approach. The heat and mass transfer coefficients can be calculated using the Ranz-Marshall equations,

\[
Nu = 2 + 0.6 \frac{Re^{1/2}}{Pr^{1/3}}
\]

\[
Sh = 2 + 0.6 \frac{Re^{1/2}}{Sc^{1/3}}
\]

In rapid evaporation of pure droplets, the droplet will tend to enter and stay in the wet bulb region for most of the drying time. The wet bulb condition or temperature is when the convective heat and evaporative cooling is in an equilibrium
state. Another school of thought is to assume wet bulb condition throughout the entire drying process. This leads to the second approach outlined below.

2.2 Wet Bulb Approach

Equating the convective heat with the evaporative cooling and upon rearrangement, the following expression for the mass transfer rate below can be obtained.\(^{(4)}\) Similarly, the same heat transfer equation can be employed in both approaches.

\[
\frac{dX}{dt} = \frac{Ah}{m_s \Delta H_{\text{vap}}} (T_a - T_{wb})
\]  

(4.5)

3. Theory: Evaporation of Droplets With Dissolved Solids

3.1 Reaction Engineering Approach (REA)

In the interface boundary approach, the surface vapour concentration plays an important role in the mass transfer. However, for droplets containing dissolved solids, the surface vapour concentration will reduce as moisture is evaporated. Assuming a surface moisture reduction mechanism, contrary to the receding front visualization which is common in solid particles, Figure 4.2 illustrates the reduction in surface moisture as drying proceed. Therefore, there is a need to correlate the degree of saturation of the vapour boundary layer as drying proceed; at different droplet moisture. This can be achieved by using the REA model which visualizes the drying process as an activation process in which an ‘energy’ barrier has to be overcome for moisture removal to occur.\(^{(5)}\) The drying rate can then be expressed in the following form,

\[
\frac{dm}{dt} = - \frac{h_m A}{m_s} (k P_{\text{sat}} (T_a) - P_{v,\infty})
\]  

(4.6)

The key component of this model is the “fractionality” relative to the interface saturation moisture content, \(k\), which should reach unity when the surface of the droplet is fully covered with liquid water. This fractionality is expected to be a function of moisture and temperature, which can be approximated by,

\[
k = \exp \left( - \frac{\Delta E_v}{RT} \right)
\]  

(4.7)

where \(\Delta E_v\) is the apparent activation energy, which is likely to be dependent on the ‘mean’ or ‘average’ moisture. The original authors proposed the following function to be taken as the fingerprint of a material applicable to all drying conditions,

\[
\frac{\Delta E_v}{\Delta E_{v,\infty}} = a e^{-b (X - X_{\infty}) c}
\]  

(4.8)
Constants for Equation 8 can be obtained by combining Equation 6 and 7. This will allow the apparent activation energy to be calculated at different droplet moisture from experiments. At high moisture content

$$\frac{\Delta E_V}{\Delta E_{V,*}} \to 0 , \ k \to 1$$

(4.9a)

At low moisture content

$$\frac{\Delta E_V}{\Delta E_{V,*}} \to 1 , \ 0 < \text{minimal } K \text{ value} < 1$$

(4.9b)

Figure 4.2: Effect of dissolved solids on moisture evaporation.

3.2 Characteristic Drying Curve (CDC)

Similarly, following Langrish and Kockel,[4] the wet bulb approach can account for the dissolved solids by introducing a factor which is a function of moisture. The mass transfer takes the following form,

$$\frac{dX}{dt} = f \frac{Ah}{m_s \Delta H_{\text{evap}}} (T_a - T_{wb})$$

(4.10)

$$f = \left[ \frac{(X - X_{eq})}{(X_{eq} - X_{eq})} \right]^n, \ X \leq X_{cr}$$

(4.11a)

$$f = 1, \ X > X_{cr}$$

(4.11b)

In the work of Langrish and Kockel the index of 1 was proven to be suitable for milk droplets.[4] A note on the selection of the critical moisture is in order. The CDC model was originally developed for small solid particles. For solids, fixed critical moisture, with slight deviations at different drying conditions, can be expected even at different initial moisture. However, particle formation occurs simultaneously during the drying process and it is normally assumed that this immediately impedes drying. This was also experimentally shown for carbohydrate droplets.[6] More details can be found at Langrish and Kockel’s paper.[4]

4. Evaluation Based on Single Droplet Drying

The drying solution considered in this work is sucrose-maltodextrin droplets. This solution was chosen to mimic spray drying of carbohydrate rich fruit juices. Single droplet drying data was obtained from the work of Adhikari et al.[1] Their experiment exposes a suspended droplet using a glass filament to hot convective air. Droplet temperature and moisture was recorded in-situ as drying takes place.

Figure 4.3 and 4.4 compares the model predictions with the experimental data of Adhikari et al.[1] These experimental data were obtained by suspending a droplet with glass filament while exposing the system to convective air. Therefore, in these evaluations, the heat transfer model was slightly modified to account for the effect of the suspended filaments,

$$m C_p \frac{dT_d}{dt} = h A (T_a - T_d) - \Delta H_{\text{evap}} m_s \frac{dX}{dt} + 0.5 \pi D_f \sqrt{hD_f k_f} (T_a - T_d)$$

(4.12)
It is clear that the REA fits the experimental data very well. On the other hand, the CDC linear grossly over predicted the drying rate. This characteristic is likely to be due to the sudden formation of crust and explains why the CDC model grossly over-predicts the drying rate at the later stages. The modified CDC model which follows very closely to the experimental data. Considering both cases in Figure 4.3 and 4.4 simultaneously, the REA material fingerprint was determined as shown in Figure 4.5 and modified CDC index is 1.98. If the index is less than unity, a convex falling rate will be produced. If n is more than unity, a concave falling rate will be observed. This indicates that a convex falling rate might be more suitable for materials with such skin or crust formation tendency. In addition, the linear CDC with the index of 1 was also included in this work. This will be very useful when comparison is made in the next section.

In terms of the temperature profiles, there are slight deviations due to the mass changes (Figure 4.3 and 4.4). The REA tends to predict a slightly higher initial temperature when compared to the CDC (and modified CDC). This is due to the lower initial drying rate as evident in Figure 4.3a. On the other hand, the modified CDC over-predicts the middle stage of drying. However, the temperature profiles approach the experimental values towards the later stages of drying.

In overall, it is clear that the REA and modified CDC follow closer to the experimental data. However, constant drying conditions are tested in this part of the work. Behaviour of the models in a rapidly changing condition, which is more representative of the spray dryer, will be evaluated next in a CFD simulation.

\[
\frac{\Delta E_v}{\Delta E_{v,\infty}} = e^{-0.892(X-X_v)^{0.22}}
\]
5. Evaluation in a CFD Simulation

The dryer geometry used follows the pilot scale short-form spray dryer, fitted with a rotary atomizer, available in our laboratory. Details of this unit can be found in our previous report.[8] Simulations were carried out using a commercial CFD code, FLUENT 6.3.26. A steady state 2-dimensional axi-symmetric model incorporating swirl was utilized in current simulations. The RNG k-e turbulence model was used as it has proven reasonably reliable for swirling flows. The drying models above were implemented using the UDF functions available in FLUENT. Summary of the boundary and injection conditions can be found in reference [9].

Experiments were conducted with our pilot scale spray dryer to provide outlet product moisture data for comparison with our CFD simulations. Product moisture was determined using an experimental method similar to our previous report after 30 minutes of spray.[8] However, in this work, the dryer was allowed 40 minutes of pre-heating followed by 20 minutes of pure water spray to achieve steady state conditions.

Table 4.1 shows the overall outlet product moisture prediction of the models. The REA provided reasonably good prediction of the outlet moisture. In the CDC models, surprisingly, the CDC linear provided a close moisture prediction when compared to the CDC modified. This is in contrary with the behavior as shown in the single droplet comparison above (Figure 4.3 and 4.4). Figure 4.6 is drying curves obtained by tracking a single particle throughout the simulation domain which clearly illustrates this discrepancy.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Inlet Temp, °C</th>
<th>Measured</th>
<th>REA</th>
<th>CDC linear</th>
<th>CDC modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outlet Temp, °C</td>
<td>120</td>
<td>87.5–92.5</td>
<td>96.31</td>
<td>96.23</td>
<td>96.20</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>107.5-110</td>
<td>116.33</td>
<td>116.24</td>
<td>116.19</td>
</tr>
<tr>
<td>Particle Moisture</td>
<td>120</td>
<td>2.40</td>
<td>1.73</td>
<td>1.27</td>
<td>15.07</td>
</tr>
<tr>
<td>(%wt moisture)</td>
<td>150</td>
<td>1.47</td>
<td>1.14</td>
<td>1.09</td>
<td>11.94</td>
</tr>
</tbody>
</table>

We initially thought that this is the effect of the changing ambient conditions and proceeded to analyze this by a flow field patching method. This involved by first simulating a normal CFD run with droplets. A single parameter (temperature or humidity) from the converged flow field was then patched with a constant value and the particles were then re-injected. In this way, the re-injected particles will experience a changing ambient condition, as if a normal CFD simulation, while encountering a constant value for the selected patched ambient. The three changing conditions tested independently are air.
temperature, absolute humidity and relative velocity. Figure 4.7 shows that change of air temperature and humidity is not the cause of the discrepancy observed.

We resorted to some analytical analysis to determine the effect of the changing relative velocity. The effect of relative air velocity on the drying models is on the heat and mass transfer coefficients reflected by the relative Reynolds number in Equation 4.2 & 4.3. By further examining Equation 4.4 & 4.5, it is clear that velocity change affects the total mass transfer rate calculated by both models respectively in an equal manner. Therefore, a changing relative velocity will only ‘translate’ the trend produced by a constant condition but will not result in drastic differences as observed.

This led us to believe that this discrepancy is due to the different initial moisture contents used. In this work, the initial moisture is 4 kg kg\(^{-1}\) dry basis whereas the former uses 1.5 kg kg\(^{-1}\) dry basis due to limited drying kinetics data reported for sucrose-maltodextrin solution. Figure 4.8 shows the behavior of the models at different initial moisture. These curves were compiled by repeating the CFD simulations.

We can elucidate that the behavior of the CDC is mainly due to the construction of its driving force (independent of particle condition), usage of the initial moisture as the critical moisture and the assumption that the driving curve at different ambient condition will collapse to a linear trend (of the modified one). Physical significance of these assumptions for such carbohydrates considered can be found in the work of.\(^{[6]}\)

![Figure 4.6: Drying curves for a 65.8 µm droplet at 120 °C.](image)

![Figure 4.7: Effect of constant air (a) temperature and (b) absolute humidity (symbols – patched results, solid lines – without patching).](image)
Figure 4.8: Response of (a) CDC and (b) REA models at different initial moisture.

Figure 4.9: Predicted fractionality term of a 65.8 µm diameter particle.

Figure 4.10: REA prediction of the drying rates corresponding to different initial moisture contents.

Figure 4.11: Comparison of the ‘manipulated’ initial moisture (65.8 µm diameter droplet at 120 °C).

6. Modeling Outlook

From these evaluations based on the single droplet experiments and CFD, both models exhibit similar behavior in constant and rapidly changing ambient conditions. However, the models are sensitive to the initial moisture of the droplet. This factor is an important consideration in future selection and application of these models.
It is noteworthy that the models considered do not specifically take into account of the possible particle morphology that can occur. These models also do not account for possible over-pressure within the formed solid. Walton and Mumford provided an in-depth review of particle morphologies possible form the harsh spray drying condition. Of particular interest in recent modelling work is the formation of crust. In this area, the discretized approach is normally used and drying is specifically viewed to proceed with a receding front. Along this line, Mezhericher et al. has shown that it is possible to compute phenomena such as blow holes and breakage. Handscomb et al. extended their work to compute different type of crust formation.

Apart from that, we have shown that the REA model can be used to compute surface moisture condition. This capability is conventionally only possible through the more laborious discretized approach. Comparisons with the discretized method so far have shown reasonable results. Application of this method in CFD shows that it has significant effect on particle rigidity prediction. It is envisaged that this will have impact on future modeling of particle deposition and agglomeration which is a surface dependent process. Nevertheless, it is noteworthy that such a technique visualizes internal diffusion limitation as the source of drying rate impedance and not that of a receding front.

7. Concluding Remarks

Two basic approaches in modeling droplet drying were revisited in this paper. Extension of these basic approaches to dissolved solids was further illustrated. The REA and CDC lump drying model were evaluated in a constant and rapidly changing drying condition. It was found that both models provided good drying prediction in the constant drying condition. Furthermore, the behavior of the two models translates similarly to the rapidly changing drying condition in CFD simulations. However, the two models respond differently to the initial moisture of the droplet which will be an important factor to consider in future application. Brief outlook in the modeling of droplet drying was provided which includes capturing particle morphology and surface moisture prediction.
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Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m)</td>
<td>mass</td>
<td>kg</td>
</tr>
<tr>
<td>(C_p)</td>
<td>specific heat capacity</td>
<td>J/kg K</td>
</tr>
<tr>
<td>(T)</td>
<td>temperature</td>
<td>K</td>
</tr>
<tr>
<td>(h)</td>
<td>heat transfer coefficient</td>
<td>J/m²sK</td>
</tr>
<tr>
<td>(h_m)</td>
<td>mass transfer coefficient</td>
<td>m/s</td>
</tr>
<tr>
<td>(A)</td>
<td>droplet surface area</td>
<td>m²</td>
</tr>
<tr>
<td>(t)</td>
<td>time</td>
<td>s</td>
</tr>
<tr>
<td>(\Delta H_{evap})</td>
<td>heat of evaporation</td>
<td>J/kg</td>
</tr>
<tr>
<td>(X)</td>
<td>moisture content</td>
<td>kg water/kg solid</td>
</tr>
<tr>
<td>(D_f)</td>
<td>diameter of glass filament</td>
<td>m</td>
</tr>
<tr>
<td>(P_v)</td>
<td>vapour concentration</td>
<td>kg/m³</td>
</tr>
<tr>
<td>(R)</td>
<td>Universal gas constant</td>
<td>J/K mol</td>
</tr>
</tbody>
</table>
\[ \Delta E_v \quad \text{Apparent activation energy} \]
\[ D \quad \text{Droplet diameter} \quad \text{m} \]
\[ a_w \quad \text{Equilibrium % R.H.} \]
\[ N_u \quad \text{Nusselt number} \]
\[ P_r \quad \text{Prandtl number} \]
\[ S_h \quad \text{Sherwood number} \]

**Subscripts**

\[ a \quad \text{air} \]
\[ d \quad \text{droplet} \]
\[ s \quad \text{solid} \]
\[ w_b \quad \text{wet bulb} \]
\[ c_r \quad \text{critical} \]
\[ e_q \quad \text{equilibrium} \]
\[ s_{at} \quad \text{saturated at surface} \]
\[ \infty \quad \text{ambient} \]
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For many years, gels and gelling processes have occupied a position of prime importance, fulfilling many functions from controlled release, surface coatings and consumer products in a number of key industries including the pharmaceuticals, photographic, paper and food industries. A gel is essentially a three dimensional polymer network immersed in a liquid solution. A stimuli-responsive gel has the ability to undergo large reversible volume changes up to thousand-fold or more when subjected to change of the environment: alterations in pH, ionic strength, temperature as well as electric field and irradiation of light. In recent years, extensive progress has been made in the technological application of stimuli-responsive gel. Biosensors, micro-actuators and flow controls, tissue engineering, artificial muscle, drug delivery systems and other applications use gel due to its autonomous behavior. Gels have also commonly been used in: bioseparation, disposable diapers, soil irrigation, and contact lens. The objectives of this study are to develop mathematical models of heat and mass transfer in gels and to provide design guidelines for gels application.
Mathematical Modeling of Heat and Mass Transfer in Gels

1. Introduction

A gel is an interesting material from the perspective of basic science as well as in potential engineering application. It reveals both solid-like properties and liquid-like properties. The liquid-like properties are contribution of liquid phase which is usually a major component of a gel whereas the solid-like properties come from the solid phase that retains the gel solidity. When the liquid phase of a gel is an aqueous solution, it commonly addressed hydrogel. In essence, a gel consists of an elastic three-dimensional solid network, fluid filling the interstitial space of the network and ions if the gel is charged. The structure of a gel is illustrated in figure 1. The solid network can be considered as a container of liquid solvent that developed by long polymer chains that cross-linked each other with a variety of bonds such as hydrogen bonds, covalent bonds, electrostatics interactions, Van Der Waals forces or physical entanglements.\(^1\)

![Figure 1: Schematic representation of gel structure.](image)

A special class of gel, stimuli-responsive or smart gel, can undergo reversible and large volume changes in response to changes in environment such as alterations in pH, ionic strength, temperature, enzyme-substrate as well as electric field and irradiation of light.\(^2,3\) Numerous mathematical models have been derived in an effort to understand and predict the deformation kinetics and swelling equilibrium of gels. The latter is usually considered to follow Flory's mean field theory\(^4\) or alterations thereof. In contrast to the theories of swelling equilibrium, there is no unified approach to describe the kinetics of the deformation, since a wide range of physical phenomena have to be considered, requiring a blend of continuum mechanics, polymer science, transport phenomena and for polyelectrolyte gels, electrochemistry. Thus, models vary in their considerations of the different physical phenomena, as well as the types of gel the model are developed for. Most of the kinetic models, however, are for one-dimensional uniform swelling only. The major disadvantage of these models is that they cannot be applied to situations where non-uniform swelling occurs. In this research, the framework model for the swelling and shrinking behavior of stimuli-responsive gels, especially hydrogels, in respond to change of stimuli, i.e. pH, alcohol and temperature, and shrinking behavior of hydrogel during drying is derived and analyzed. This framework model can later be used to study deformation kinetics of hydrogels during drying and the application of stimuli-responsive hydrogels in the microfluidic field.

2. Mathematical Models and Simulations

2.1 Governing equation

For the hydrogel, conservation of mass, momentum and energy can be expressed as\(^5\)

\[ \nabla \cdot \mathbf{v} = 0, \]  \hspace{1cm} (1)

\[ \nabla \cdot \mathbf{\sigma} = 0, \]  \hspace{1cm} (2)

\[ \nabla p = \frac{\mu}{\kappa} \left( \mathbf{v}^p - \mathbf{v} \right), \]  \hspace{1cm} (3)
\[
\rho^{(p)} \frac{D_v^{(p)}}{Dt} + \rho^{(f)} \frac{D_v^{(f)}}{Dt} = \nabla \left[ k^{\text{eff}} \nabla T \right],
\]
(4)
where \( v = \phi^{(p)} v^{(p)} + \phi^{(f)} v^{(f)} \) is the mixture velocity, \( \phi^{(p)} \) is the volume fraction of the polymer phase, \( \phi^{(f)} = 1 - \phi^{(p)} \) is the volume fraction of the fluid, \( v^{(i)} \) is the intrinsic velocity of phase \( i \), \( \mu^{(f)} \) is the dynamic viscosity of the fluid, \( \kappa \) is the permeability of polymer phase, and \( \sigma \) is the mixture stress tensor. The densities of the solid phase and fluid phase are \( \rho^{(p)} = \rho_0^{(p)} \) and \( \rho^{(f)} = \rho_0^{(f)} \), respectively, where \( \rho_0^{(p)} \) is the true density of solid phase, and \( \rho_0^{(f)} \) is the density of the liquid phase (water, water/alcohol solution). \( c_{p^{(i)}} \) is the specific heat of phase \( i \), \( k^{\text{eff}} \) is the effective mixture heat conductivity, \( T \) is the temperature and \( D^{(i)} / Dt = \partial / \partial t + v^{(i)} \cdot \nabla \) is the substantial time derivative with respect to each phase.

For the alcohol sensitive hydrogel, the conservation of alcohol species in the porous deforming polymer network is defined as

\[
\frac{\partial \phi^{(f)} \rho_{\text{sol}}^{(f)} \omega^{(alc)}}{\partial t} + \nabla \cdot \left[ \phi^{(f)} \rho_{\text{sol}}^{(f)} \omega^{(alc)} \right] = \nabla \cdot \left[ D^{(eff)} \rho_{\text{sol}}^{(f)} \nabla \omega^{(alc)} \right].
\]
(5)
Here, \( \omega^{(alc)} \) is the mass fraction of alcohol in the liquid solution and \( D^{(eff)} \) is the effective diffusion coefficient of alcohol.

For the ionic hydrogel, the ion transport can be taken into account by Nernst-Planck and Poisson equations, that are\[6,7\]

\[
\frac{\partial c_k}{\partial t} = \nabla \cdot \mathbf{N}_k, \quad \mathbf{N}_k = -z_k F D_k c_k \nabla \psi - D_k \nabla c_k + c_k \mathbf{V},
\]
(6)

\[
\nabla^2 \psi = -\frac{F}{\varepsilon \varepsilon_0} \left( \sum z_k c_k + z_f c_f \right),
\]
(7)
where \( F \) is Faraday constant, \( R \) is gas constant and \( \psi \) is the electric potential. \( D_k \) and \( z_k \) are diffusive coefficient and valence of the ion species \( k \), respectively. \( \varepsilon_0 \) is permittivity for vacuum, \( \varepsilon \) is the dielectric constant of medium relative to vacuum, \( z_f \) and \( c_f \) are the valence and concentration of fixed charge, respectively. \( c_k \) and \( c_f^* \) are the concentration of the ion species \( k \) in the hydrogel and in the exterior bath solution, respectively.

### 2.2 Constitutive relations

#### 2.1.1 Solid phase

For the polymer phase the stress tensor is defined as:

\[
\mathbf{\sigma}^{(p)} = -\phi^{(p)} \mathbf{p} \mathbf{I} + \mathbf{\sigma}_{\text{eff}}^{(p)}
\]
(8)
where \( \mathbf{\sigma}_{\text{eff}}^{(p)} \) is the elastic stress tensor of polymer phase. For hydrogels that experience large volume changes (finite deformation), it can be expressed in term of the Cauchy stress tensor\[8] for the polymer phase. The Cauchy stress tensor for an isotropic hyperelastic material, in combination with the affine network theory for isotropic swelling of tetrafunctional networks\[9,10\], can be expressed as

\[
\mathbf{\sigma}_{\text{eff}}^{(p)} = \frac{k_B T}{V_n N J} \left[ \mathbf{b} - \frac{1}{2} \mathbf{I} \right],
\]
(10)
where \( k_B \) is the Boltzmann constant, \( V_n \) is the equivalent volume occupied by one monomer, \( N \) is the degree of polymerization, \( J = \det \mathbf{F} = \phi_0^{(p)} / \phi^{(p)} \) is the volume ratio, \( \mathbf{b} = \mathbf{F}^T \mathbf{F} \) is the Finger deformation tensor, and \( \phi_0 \) is the initial volume fraction of polymer phase. The deformation gradient tensor, \( \mathbf{F} = \partial \mathbf{x} / \partial \mathbf{x} \), describes the deformation between the initial and current configuration. The velocity of the solid phase in Darcy’s law equation can be defined as the rate of deformation, \( \mathbf{v}^{(p)} = \partial \mathbf{u} / \partial t \), where \( \mathbf{u} = \mathbf{x} - \mathbf{X} \) is the deformation.
For hydrogel that experiences small volume changes (infinitesimal deformation), the elastic stress of polymer phase can be expressed as

$$\sigma_{ef}^{(p)} = \lambda \text{trace}(e) I + 2\mu e$$  \hspace{1cm} (11)

where $\lambda$ and $\mu$ are the Lamé coefficients of solid matrix phase and $e$ is the elastic strain tensor of solid phase matrix phase, that are,

$$\lambda_s = \frac{v E_0}{(1 + v)(1 - 2v)}, \hspace{1cm} \mu_s = \frac{E_0}{2(1 + v)}, \hspace{1cm} e = \frac{1}{2} \left[ \nabla u + (\nabla u)^T \right],$$  \hspace{1cm} (12, 13, 14)

in which $E_0$ is young modulus and $v$ is the Poisson ratio.

### 2.1.2 Liquid phase

Stress tensor for the fluid phase is given by

$$\sigma^{(f)} = -\phi^{(f)} \rho I,$$  \hspace{1cm} (15)

where $\rho$ is the total intrinsic fluid pressure, and $I$ is the unit second order tensor.

For the hydrogel immersed in water/alcohol solution, the fluid phase is a binary liquid solution consisting of water and alcohol, with true (intrinsic) densities $\rho_0^{(H_2O)}$ and $\rho_0^{(alc)}$, respectively. By assuming that there is no volume change when mixing water and the alcohol, we can write $\phi^{(H_2O)}_\text{sol} + \phi^{(alc)}_\text{sol} = 1$. The fluid phase density, $\rho^{(f)}$, can then be defined as

$$\rho^{(f)} = \phi^{(f)} \rho^{(f)}_\text{sol} = \phi^{(f)} \left[ \phi^{(H_2O)}_\text{sol} \rho_0^{(H_2O)} + \phi^{(alc)}_\text{sol} \rho_0^{(alc)} \right]$$  \hspace{1cm} (16)

where $\phi^{(H_2O)}_\text{sol}$ and $\phi^{(alc)}_\text{sol}$ are the volume fraction of water and alcohol in the liquid solution, respectively.

The mass fraction of alcohol is coupled to its volume fraction through

$$\omega^{(alc)}_\text{sol} = \frac{\phi^{(alc)}_\text{sol} \rho_0^{(alc)}}{\phi^{(H_2O)}_\text{sol} \rho_0^{(H_2O)} + \phi^{(alc)}_\text{sol} \rho_0^{(alc)}},$$  \hspace{1cm} (17)

The dynamic viscosities of water and alcohol are temperature dependent, where the former can be expressed as

$$\mu^{(H_2O)} = a_1 (T + a_2)^{a_3},$$  \hspace{1cm} (18)

and the latter by

$$\mu^{(alc)} = b_1 10^{b_3 (\frac{a_4}{T + a_2})}.$$  \hspace{1cm} (19)

Here, $a_1$, $a_2$, $a_3$, $b_1$, $b_3$ and $a_4$ are constants summarized in Table A1.

### 2.1.3 Mixture

For a hydrogel, the total Helmholtz free energy can be expressed as

$$\Delta F^{(tot)} = \Delta F^{(el)} + \Delta F^{(mix)} + \Delta F^{(ion)}$$  \hspace{1cm} (14)

where $\Delta F^{(el)}$, $\Delta F^{(mix)}$ and $\Delta F^{(ion)}$ are the elastic, mixing and ionic free energies, respectively. The elastic free energy is considered in the form of the stress tensor for the polymer phase. Meanwhile, the mixing and ionic free energies contribute to the osmotic pressure $^{[14-17]}$, and is given by
\[ p_{\text{osm}}^{\text{mix}} = -\frac{k_B T}{V_m} \left( \phi^{(p)} + \chi \phi^{(p)} \phi^{(p)} + \ln \left( 1 - \phi^{(p)} \right) \right), \]  
\[ p_{\text{osm}}^{\text{ion}} = RT \sum_{i} \left( c_i - c_i^* \right), \]

where the polymer-solvent interaction parameter, \( \chi \), is an indicator of the compatibility between polymer network and solvent. The polymer-solvent interaction parameter, \( \chi(T, \phi^{(p)}) \), is generally expressed as a function of temperature and polymer volume fraction:[1,14,18]

\[ \chi = -\frac{\Delta s}{k_B T} + \Delta h + \chi_2 \phi^{(p)}, \]

where \( \Delta h \) and \( \Delta s \) are the changes in enthalpy and entropy, and \( \chi_2 \) is a less well-defined parameter to express the polymer volume fraction dependence of the interaction parameter.

For the hydrogel immersed in the water/alcohol solution, the polymer solvent interaction is given by

\[ \chi = -\frac{\Delta s(\omega_{\text{alc}}^{(\text{sol})})}{k_B T} + \Delta h(\omega_{\text{alc}}^{(\text{sol})}) + \chi_2(\omega_{\text{alc}}^{(\text{sol})}) \phi^{(p)}, \]

where three parameters, \( \Delta h(\omega_{\text{alc}}^{(\text{sol})}) \), \( \Delta s(\omega_{\text{alc}}^{(\text{sol})}) \) and \( \chi_2(\omega_{\text{alc}}^{(\text{sol})}) \), are in turn functions of the alcohol mass fraction and thus capture the response of the hydrogel to changes in the alcohol concentration.

The total mixture stress tensor is defined as\(^{(2)}\]
\[ \sigma = -p \mathbf{I} + \sigma^{(p)} \]

The dynamic viscosity of the fluid phase is important as it directly affects the swelling kinetics and can be calculated by employing a mixing rule equation\(^{(19)}\)

\[ \mu^{(f)} = c \left[ \left( \mu^{(\text{alc})} \right)^{\text{sol}} \left( \mu^{(\text{H}_2\text{O})} \right)^{\text{sol}} \left( 1 + \frac{x^{(\text{alc})} x^{(\text{H}_2\text{O})}}{c_2 + c_1 x^{(\text{alc})}} \right) \right], \]

where \( \mu^{(i)} \) and \( x^{(i)} \) are the dynamic viscosity and molar fraction of species \( i \) (alc or \( \text{H}_2\text{O} \)), respectively. The molar fraction is defined as

\[ x^{(i)} = \frac{x^{(i)} \mu^{(i)} / M^{(i)}}{x^{(\text{alc})} \mu^{(\text{alc})} / M^{(\text{alc})} + x^{(\text{H}_2\text{O})} \mu^{(\text{H}_2\text{O})} / M^{(\text{H}_2\text{O})}}, \]

where \( M^{(i)} \) is the molecular weight of species \( i \). The values of the constants, \( c_1, c_2 \) and \( c_3 \), for water-methanol mixture\(^{(19)}\) are summarized in Table A1 and Table A2.

Similar to Birgersson\(^{(5)}\), Tokita and Tanaka\(^{(20)}\) and Grattoni\(^{(21)}\), we introduce the permeability of the hydrogel as

\[ \kappa = \kappa_0 \phi^{(p)} \]

where \( \kappa_0 \) is a parameters which requires adaptation to experimental kinetic data.

The specific heat of the fluid phase is expressed as

\[ c_p^{(f)} = c_p^{(\text{H}_2\text{O})} + \phi^{(\text{alc})} c_p^{(\text{alc})}. \]

For the effective thermal conductivity, we assume an arithmetic mean value based on the solid polymer phase and the binary liquid phase,\(^{(22)}\) namely

\[ k^{\text{eff}} = \phi^{(p)} k^{(p)} + \phi^{(f)} k^{(f)} = \phi^{(p)} k^{(p)} + \phi^{(f)} \left( c_p^{(\text{H}_2\text{O})} k^{(\text{H}_2\text{O})} + c_p^{(\text{alc})} k^{(\text{alc})} \right). \]

The Bruggeman equation\(^{(23)}\) is employed to calculate the effective diffusion coefficient of methanol:

\[ D^{\text{eff}} = \left( \phi^{(f)} \right)^2 D_{\text{alc-\text{H}_2\text{O}}}, \]

in which \( D_{\text{alc-\text{H}_2\text{O}}} \) is the binary diffusion coefficient of alcohol in water.

For ionic hydrogel, the fixed charge concentration will change as the geometry change which caused by osmotic
pressure. The fixed charge concentration is given by

\[
c_f = \frac{1}{H} \left( \frac{c_f^o K_a}{K_a + c_H} \right)
\]

(31)

where \(c_f^o\) and \(c_H\) are the initial fixed charge and hydrogen ion concentrations, respectively, \(K_a\) is the dissociation constant of the fixed charge group and \(H\) is the hydration state of the hydrogel which is defined as the ratio of the volume of fluid \(V_f\) to the initial volume of the dry solid polymer network \(V_0\) i.e. \(H = \frac{V_f}{V_0}\).

Moreover, the Donnan equilibrium \[24\] is used to determine the ion’s concentration at the surface of the hydrogels from the corresponding concentrations of the species in the outer solutions, that is

\[
c_k = \lambda^\omega c_k^*,
\]

(32)

where \(\lambda\) is the Donnan ratio which is given by

\[
\lambda = \exp\left(\frac{F}{RT} (\psi - \psi^*)\right).
\]

(33)

2.1.4 Initials and boundary conditions

The majorities of experiments for swelling behavior of various hydrogels are carried out for hydrogels in the shape of cylinders or spheres as illustrated in figure 2. Hence, the initial and boundary conditions for the hydrogels model are:

Initial conditions

\[
c_k = c_{k,0}, \quad \psi = \psi_0, \quad T = T_0, \quad \omega_{\text{sol}} = \omega_{\text{sol,0}}, \quad u = u_0
\]

(34)

Boundary at the centre of hydrogel

\[
c_k = \text{finite}, \quad \psi = \text{finite}, \quad T = \text{finite}, \quad \omega_{\text{sol}} = \text{finite}, \quad u = 0
\]

(35)

Boundary condition at the hydrogel surface

Figure 2: Typical geometries of gels for experiments.
\[ \mathbf{n} \cdot \mathbf{n} = \left( -p^{\text{com}} \mathbf{1} \right) \cdot \mathbf{n}, \quad p = p^{\text{com}} + p_{\alpha}, \quad \omega_{\text{sol}}^{(\text{alc})} = \omega_{\text{sol}, \infty}^{(\text{alc})}, \quad T = T_{\infty}, \quad c_k = \lambda c_k^*, \quad \text{and} \quad \psi = -\frac{RT}{F} \ln \lambda + \psi^* \]  

(36)

### 3. Simulations and Results

The commercial finite element solver, Comsol multiphysics 3.5a\(^{(25)}\) is chosen to implement the mathematical model due to its reliability in handling general coupled nonlinear partial differential equations. In this paper, 2 numerical investigations that have been carried out will be presented, e.g. steady state analysis of pH-sensitive hydrogels and steady state analysis of coupled temperature and alcohol sensitive hydrogels.

#### 3.1 pH-sensitive hydrogels

The mathematical formulation that has been developed and analyzed in the previous section will be used to study the swelling behavior of hydrogels subject to alterations of pH. This study will focus on the equilibrium state of hydrogel deformation. The pH sensitive hydrogel considered is homogeneous copolymers of HEMA (hydroxyl-ethyl-methaclylate acid) and acrylic acid, prepared and analyzed by De et al.\(^{(17)}\) with 1% of a diacylate crosslinker. The operating conditions and parameter used for this simulation are summarized in table A3. The cylindrical hydrogel is placed in a channel and axially constrained thus it can only deform on the radial direction as illustrated in figure 3.

![Figure 3: Cylindrical hydrogel is placed in a channel. The hydrogels is axially constrained\(^{(17)}\).](image)

The model prediction is then compared to the experiments by De et al.\(^{(17)}\) Overall, good agreement is achieved between the model predictions and experiments as presented in figure 4. It can also be seen that the hydrogel is in the shrunken state at low pH (<3) which is presented by the small radius of the hydrogel. At pH 4, the hydrogel start to swell and the hydrogel radius slightly increase. As the pH further increase within the range of 5 to 6 the hydrogel swells significantly. It can be seen from the step increase on the hydrogel radius for that range of pH. At pH 7 and above, the hydrogel stop to swell as it has reached the maximum radius.

![Figure 4: pH dependence of equilibrium swelling curve, the experimentally measured values are (De et al., 2002): (▼) 300 micrometer; (●) 500 micrometer; (★) 700 micrometer. The solids lines are the corresponding model prediction\(^{(17)}\).](image)
This mathematical model will later be employing to carried out wide range parameter study of pH-sensitive hydrogel and study the applications of pH-sensitive hydrogels in microfluidic flow controller. This model can also be extended to study others polyelectrolyte hydrogel such as electric-sensitive hydrogels and glucose-sensitive hydrogels.

3.2 Coupled temperature and alcohol-sensitive hydrogels

The mathematical model has also been implemented to study the swelling behavior of hydrogels subject to change in temperature and alcohol concentration. The hydrogels considered is poly(N-isopropylacrylamide) (PNIPA) hydrogel immersed in methanol-water solvent prepared and analyzed by Hirotsu[26] with volume swelling ratio of 0.1 to 3. In developing mathematical model, some required parameters are unknown. Therefore, parameter adaption is carried out by employing an equivalent sphere solution to simplify the mathematical model. Parameter adaptation is carried out with the numerical solver and language programming, Matlab R2008a[27], by solving nonlinear curve-fitting (data-fitting) problems in least-squares sense. The parameter is then applied to 3D cylindrical model and solved with appropriate boundary condition by using COMSOL multiphysics 3.5a. The operating conditions and parameters are presented in Table A1, A2 and A4. The model predictions are next compared to the experiments by Hirotsu[26], the comparison is presented in figure 5.

Overall the model predictions match reasonably well with the experiments. In addition, it can be observed a general trend of a decrease in swelling ratio with increasing temperature. This is a characteristic trait of LCST hydrogel which swells at lower temperature and shrinks at higher temperature. At low methanol concentration of methanol, the equilibrium swelling is dependent of temperature. At high concentration of methanol, however, the equilibrium swelling curve goes horizontally and independent of temperature.

Future work will seek to study the transient swelling behavior of hydrogel when it is subjected to alcohol and temperature coupled stimuli. A scale analysis will be conducted to provide the proper scales for the transport and deformation mechanisms, and also give an insight into the swelling behavior prior to numerical computations. This mathematical model can also be generalized to study the swelling behavior of hydrogels immersed in others binary liquid solutions.

4. Concluding Remarks

The mathematical frame work model that takes into account conservation of momentum, mass, energy, and species for a hydrogel subject to change in its environment conditions, e.g. pH, temperature and enzyme, is formulated and presented. The model is then employed to study swelling behavior of pH-sensitive hydrogel and coupled temperature and alcohol sensitive hydrogels. Overall, good agreement is achieved between the model predictions and experiments. This frame work
model will later be used to investigate the swelling behavior and deformation kinetics of hydrogels subject to various stimuli. This model will also be employed to study the drying and deformation kinetics of hydrogels and jelly-like materials during drying.
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Appendix

Table A1. Physical parameters for coupled temperature and alcohol sensitive hydrogels

<table>
<thead>
<tr>
<th>Physical parameters</th>
<th>Physical parameter (Liquid phase-water)</th>
<th>Physical parameter (Liquid phase-methanol)</th>
<th>Physical parameters (Polymer phase)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_B$</td>
<td>$1.38054 \times 10^{-23} \text{ J K}^{-1}$</td>
<td>$b_1, b_2, b_3, b_4$</td>
</tr>
<tr>
<td></td>
<td>$V_m$</td>
<td>$3.3 \times 10^{-28} \text{ m}^3$</td>
<td>$c_1$</td>
</tr>
<tr>
<td></td>
<td>$a_1, a_2, a_3$</td>
<td>$0.6612 \text{ kg m}^{-1}\text{K}^{1.562}$, $-229 \text{ K}$, $-1.562$</td>
<td>$\rho_0^{(\text{H}_2\text{O})}$</td>
</tr>
<tr>
<td></td>
<td>$M^{(\text{H}_2\text{O})}$</td>
<td>$18 \text{ kg kmol}^{-1}$</td>
<td>$M^{(\text{MeOH})}$</td>
</tr>
<tr>
<td></td>
<td>$c_p^{(\text{H}_2\text{O})}$</td>
<td>$4.2 \times 10^3 \text{ J kg}^{-1}\text{K}^{-1}$</td>
<td>$c_p^{(\text{MeOH})}$</td>
</tr>
<tr>
<td></td>
<td>$k^{(\text{H}_2\text{O})}$</td>
<td>$0.0264 \text{ W m}^{-1}\text{K}^{-1}$</td>
<td>$k^{(\text{MeOH})}$</td>
</tr>
<tr>
<td></td>
<td>$D_{\text{MeOH}-\text{H}_2\text{O}}$</td>
<td>$0.0264 \text{ W m}^2\text{s}^{-1}$</td>
<td>$D_{\text{MeOH}-\text{H}_2\text{O}}$</td>
</tr>
<tr>
<td></td>
<td>$\rho_0^{(p)}$</td>
<td>$1.1 \times 10^3 \text{ kg m}^{-3}$</td>
<td>$\rho_0^{(p)}$</td>
</tr>
<tr>
<td></td>
<td>$c_p^{(p)}$</td>
<td>$6.47 \times 10^{-3} \text{ J kg}^{-1}\text{K}^{-1}$</td>
<td>$c_p^{(p)}$</td>
</tr>
<tr>
<td></td>
<td>$k^{(p)}$</td>
<td>$0.84 \text{ W m}^{-1}\text{K}^{-1}$</td>
<td>$k^{(p)}$</td>
</tr>
</tbody>
</table>
Table A2. Temperature-dependent parameter correlation for the mixing-rule equation for the dynamic viscosity of the liquid water-alcohol solution.[19]

<table>
<thead>
<tr>
<th>Temperature K</th>
<th>Water-Methanol mixture</th>
<th>Water-Ethanol mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$c_2$</td>
<td>$c_3$</td>
</tr>
<tr>
<td>280</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>285</td>
<td>0.125</td>
<td>0.447</td>
</tr>
<tr>
<td>290</td>
<td>0.138</td>
<td>0.450</td>
</tr>
<tr>
<td>295</td>
<td>0.151</td>
<td>0.452</td>
</tr>
<tr>
<td>300</td>
<td>0.166</td>
<td>0.454</td>
</tr>
<tr>
<td>305</td>
<td>0.182</td>
<td>0.453</td>
</tr>
<tr>
<td>310</td>
<td>0.199</td>
<td>0.451</td>
</tr>
<tr>
<td>315</td>
<td>0.218</td>
<td>0.446</td>
</tr>
<tr>
<td>320</td>
<td>0.238</td>
<td>0.437</td>
</tr>
<tr>
<td>325</td>
<td>0.261</td>
<td>0.426</td>
</tr>
<tr>
<td>330</td>
<td>0.286</td>
<td>0.409</td>
</tr>
<tr>
<td>335</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A3. Physical parameters and operating conditions of pH sensitive hydrogel.

| $E_0$ | 0.29 MPa for pH < 5.5
(-0.03pH+0.455) MPa for 5.5 < pH < 7.5
0.23 MPa for pH > 7.4[17] |
| $\nu$ | 0.40[17] |
| $R$ | 8.314 $J \cdot K^{-1} \cdot mol^{-1}$ |
| $\varepsilon$ | 80 (water) |
| $\varepsilon_0$ | $8.85 \times 10^{-12} \ F \cdot m^{-1}$ |
| $c_f^0$ | 1800 $mol \cdot m^{-1}$[17] |
| $K_a$ | $10^{-2} \ mol \cdot m^{-1}$[17] |
| $V_m$ | $3.3 \times 10^{-28} \ m^3$[5] |
| $\Delta h$ | $-1.33 \times 10^{-20} \ J$ |
| $\Delta s$ | $-4.3 \times 10^{-23} \ J \cdot K^{-1}$ |
| $\chi_2$ | 1.3 |
### Table A4. Values of adapted parameters for Poly(N-isopropylacrylamide) hydrogel immersed in a water-methanol solution.\(^{[26]}\)

<table>
<thead>
<tr>
<th>(\omega_{\text{MeOH}}^{(\text{MeOH})})</th>
<th>(\Delta h \times 10^{-20} \text{ J})</th>
<th>(\Delta s \times 10^{-22} \text{ J K}^{-1})</th>
<th>(\chi_2)</th>
<th>(N_x \times 10^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.345</td>
<td>-1.152</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.015</td>
<td>-3.250</td>
<td>-1.124</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.061</td>
<td>-3.021</td>
<td>-1.053</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.101</td>
<td>-2.800</td>
<td>-9.917 \times 10^{-1}</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.142</td>
<td>-2.559</td>
<td>-9.166 \times 10^{-1}</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.200</td>
<td>-1.642</td>
<td>-6.265 \times 10^{-1}</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.288</td>
<td>-4.532 \times 10^{-1}</td>
<td>-2.249 \times 10^{-1}</td>
<td>0.57</td>
<td>8.66</td>
</tr>
<tr>
<td>0.381</td>
<td>-2.485 \times 10^{-1}</td>
<td>-1.848 \times 10^{-1}</td>
<td>0</td>
<td>8.66</td>
</tr>
<tr>
<td>0.530</td>
<td>-1.402 \times 10^{-1}</td>
<td>-1.288 \times 10^{-1}</td>
<td>0</td>
<td>8.66</td>
</tr>
<tr>
<td>0.750</td>
<td>0</td>
<td>-4.865 \times 10^{-2}</td>
<td>0</td>
<td>8.66</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>-3.433 \times 10^{-2}</td>
<td>0</td>
<td>8.66</td>
</tr>
</tbody>
</table>
The design of a polymer electrolyte membrane fuel cell (PEMFC) stack requires careful consideration. In this work, we aim to develop a mathematical and numerical framework for PEMFC stacks that serves two main objectives: the first involves the study of the fundamental aspects of the PEM fuel cell and the associated transport, electrochemical processes and multiphase flow for both a single cell and stack. The second objective concerns the development and integration of applied research for the PEM fuel cell and stack, including thermal management issues, designs, and optimization to achieve an enhanced fuel cell performance.

To study the impact of these design parameters, a two-phase model accounting for the conservation of mass, momentum, species, energy, charge, a phenomenological model for the membrane, and an agglomerate model for the catalyst layer, is developed and solved. The model is validated for a single cell, both in terms of the local as well as the global current density, and good agreement is found. It is then employed as a building block for stack modeling. Three different cooling methods, namely: water-cooling, forced convection air-cooling and natural convection air-cooling, are investigated.
Mathematical modeling of PEM fuel cell stack: Thermal management

1. Introduction

The design of a proton exchange membrane fuel cell (PEMFC) stack comprising a large number of cells requires careful design in order to achieve high stack performance. Ideally, each and every cell in the stack requires identical operating conditions to ensure optimal performance. In reality, however, it is generally difficult to achieve such ideal conditions as a stack, a schematic of which is shown in Figure 6.1a, can comprise tens or even hundreds of cells. Each of these cells contains additional parts as illustrated in Figure 6.1b.

One key component in the stack that is directly linked to the operating performance is the thermal management, i.e. careful cooling of every cell in the stack. This is due to the substantial amount of heat that is generated by each cell during operation from entropy changes and irreversibility. If one removes too much heat, then the reaction kinetics are adversely affected, resulting in lower stack performance. Conversely, if the stack is allowed to heat up beyond optimal operation temperatures, the membrane water content and proton conductivity drop. The control of the membrane water content is therefore also a vital part of the stack management strategy. Intuitively, placing a cooling plate between each single cell should allow for a good control of the thermal envelope and ensure near to identical operation conditions throughout the stack; this, however, would increase the cost, weight and complexity of the system. In light of this, a careful balance has to be struck between amount of cooling plates, cost, weight, and complexity.

![Figure 6.1: Schematic of the PEMFC: a) stack; b) single cell; c) agglomerate catalyst layer.](image)

Several mechanisms can be employed for cooling purposes, such as forced convection in specially designed cooling plates with either liquid water or air, or natural convection due to temperature differences between the stack and the surrounding. The latter is usually only applied to small stacks of a few cells as the rate of heat removal is not sufficient for larger stacks. Another more exotic method includes the use of phase change materials.

The complexity of a stack and the small length scales involved in each constituent cell, ranging from few centimeter for height of stack to 0.1 micron for agglomerate catalyst particle (see Fig 6.1.c for details), necessitate mathematical modeling and simulation to aid in the design of a functional and cost-efficient cooling systems. To date, most of the mathematical
modeling and simulation pertaining to the PEMFC has focused on single cells, with a multitude of models derived and solved for. Less work has been carried out for stacks due to the prohibitive computational cost involved in resolving all the cells and their components.

2. Mathematical Formulations

A single domain, non-isothermal two-phase model that considers conservation of mass, momentum, energy, species, electronic and ionic charge as well as a phenomenological membrane model is implemented and solved for each constituent layer, e.g., current collector (cc), flow-field (ff), gas diffusion layer (gdl), catalyst layer (cl), membrane (m) and coolant plate (co).

The dimensionality is reduced from three to two by exploiting the porous nature of each single cell as well as coolant plate, which are of a net-type. Furthermore, to reduce the computational cost, repetitive units with periodic boundary conditions on top and bottom of the cell are identified and solved for the stack model. The main geometry, operating conditions and physical parameters can be found in Appendix (Table 6.I).

2.1 Governing equations

The governing equations are:

Continuity equation:
\[ \nabla \cdot (\rho \mathbf{u}) = -\dot{m}_{\text{H}_2 \text{O}} + S_m \]  \hspace{1cm} (6.1)

Momentum conservation:
\[ \nabla \cdot (\rho \mathbf{uu}) = -\nabla P + \nabla \left[ \mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) - \frac{2}{3} \nabla \cdot \mathbf{u} \mathbf{u} \right] \frac{\mu}{\kappa} \]  \hspace{1cm} (6.2)

Energy conservation:
\[ \nabla \cdot (\rho C_p \mathbf{u} T) = \nabla \cdot k_{\text{eff}} \nabla T + S_h \]  \hspace{1cm} (6.3)

Species conservation:
\[ \nabla \cdot (\rho \mathbf{u} \omega_i) = \nabla \cdot \left( \rho D_{ij}^{\text{eff}} \nabla \phi_i \right) + S_i \]  \hspace{1cm} (6.4)

Electronic charge potential:
\[ \nabla \cdot (\sigma_s \nabla \phi_s) + S_{\phi_s} = 0 \]  \hspace{1cm} (6.5)

Ionic charge potential:
\[ \nabla \cdot (\sigma_m \nabla \phi_m) + S_{\phi_m} = 0 \]  \hspace{1cm} (6.6)

Phenomenological membrane model:
\[ \nabla \cdot j_w = 0, \text{ where } j_w = \frac{n_d M_{\text{H}_2 \text{O}}}{F} i_m - \frac{\rho_m}{M_m} M_{\text{H}_2 \text{O}} D_m \nabla \lambda \]  \hspace{1cm} (6.7)

Conservation of liquid water:
\[ \nabla \cdot (\rho_l \mathbf{u} s) = \nabla \left[ \frac{\rho_l K_s^3}{\mu_l} \frac{d p_c}{d s} \nabla s \right] + \dot{m}_{\text{H}_2 \text{O}} \]  \hspace{1cm} (6.8)

2.2 Constitutive relations and source terms

The source terms in the catalyst layers are:
\[ S_m = -\frac{M_{\text{H}_2 \text{O}}}{2F} j_a - \frac{M_O}{4F} j_c + \frac{M_{\text{H}_2 \text{O}}}{2F} j_c \]  \hspace{1cm} (6.9)
\[ S_{H_2} = -\frac{M_{H_2}}{2F} j_a \quad S_{O_2} = -\frac{M_{O_2}}{4F} j_c \quad S_{H_2O} = +\frac{M_{H_2O}}{2F} j_c - \dot{m}_{H_2O} \] (6.10)

\[ S_n = \eta J_{a,c} + T \frac{dE^{rev}}{dT} J_c + i^2 R_{ohm} + \dot{m}_{H_2O} h_{fg} \] (6.11)

\[ S_{\phi} = -J_a, J_c \quad S_{\phi_a} = j_a, -j_c \] (6.12)

The source terms in the gas diffusion layer:

\[ S_{H_2O} = -\dot{m}_{H_2O} \] (6.13)

\[ S_n = i^2 R_{ohm} + \dot{m}_{H_2O} h_{fg} \] (6.14)

The source terms elsewhere:

\[ S_n = i^2 R_{ohm} \] (6.15)

The gas density (assuming ideal gas) is defined as:

\[ \rho = \rho M \frac{RT}{P} \] (6.16)

where:

\[ M = \left( \omega_{H_2} M_{H_2} + \omega_{O_2} M_{O_2} + \omega_{H_2O} M_{H_2O} + \omega_{N_2} M_{N_2} \right)^{-1} \] (6.17)

The mass fraction of nitrogen is given by:

\[ \omega_{N_2} = 1 - \omega_{H_2} - \omega_{O_2} - \omega_{H_2O} \] (6.18)

The molar fractions are related to the mass fraction, given by:

\[ x_i = \frac{\omega_i M}{M_i} \] (6.19)

The mass diffusion coefficients are defined as:

\[ D_i^{eff} = D_i \gamma^{1.5} (1-s) \] where \[ D_i = D_i^0 \left( \frac{T}{T_0} \right)^{1.5} \left( \frac{p_0}{p} \right) \] (6.20)

The effective thermal conductivity are defined as:

\[ k_{eff} = \gamma (1-s)(\Sigma k_i \omega_i) + \gamma s k_{H_2O} + (1-\gamma) k_s \] (6.21)

The phase change source is modeled as follows:

\[ \dot{m}_{H_2O} = c_{r_{\text{sat}}} \left[ (1-s) \frac{P_w - P_{\text{sat}}}{RT M_{H_2O}} \right] \] (6.22)

where the capillary pressure is:

\[ P_c = \frac{\sigma \cos \theta}{(k_i / \gamma)^{0.5}} \left( 1.417(1-s) - 2.12(1-s)^2 + 1.263(1-s)^3 \right) \] for \( \theta_c < 90 \) (6.23)

\[ P_c = \frac{\sigma \cos \theta}{(k_i / \gamma)^{0.5}} \left( 1.417s - 2.12s^2 + 1.263s^3 \right) \] for \( \theta_c > 90 \)

2.3 Electrochemistry and agglomerate model

The volumetric current density with agglomerate correction factors is applied at the cathode catalyst layer due to slow kinetic reaction, while at the anode a conventional expression based on the Butler-Volmer equation is employed as the overpotential are significantly lower than at the cathode.
\[
\begin{align*}
    & j_a = A_{\text{a}}j_a^{\text{ref}} \left( \frac{c_{\text{H}_2}}{c_{\text{H}_2,\text{ref}}} \right)^{\gamma_a} \left( e^{\frac{\alpha_F \eta_a}{RT}} - e^{-\frac{\alpha_F \eta_a}{RT}} \right) \\
    & j_c = A_{\text{c}}j_c^{\text{ref}} \left( \frac{c_{\text{O}_2}}{c_{\text{O}_2,\text{ref}}} \right)^{\gamma_c} \left( -e^{\frac{\alpha_F \eta_c}{RT}} + e^{-\frac{\alpha_F \eta_c}{RT}} \right) \left( \frac{RT}{H} \right) \frac{1}{\xi_1} \frac{1}{1 + \xi_2 + \xi_3}
\end{align*}
\]

where for electronic charge potential \( S_{\phi_a} = \left\{ -j_a, \right\} \), and ionic charge potential \( S_{\phi_m} = \left\{ +j_a, -j_c \right\} \)

The agglomerate model is implemented to account for mass transfer inside the cathode catalyst layer. Here, we assume the agglomerate nucleus to be spherical in shape, which in turn is covered by thin film of ionomer and liquid water \(^{[2-12]}\).

\[ j_c = A_{\text{c}}j_c^{\text{ref}} \left( \frac{c_{\text{O}_2}}{c_{\text{O}_2,\text{ref}}} \right)^{\gamma_c} \left( -e^{\frac{\alpha_F \eta_c}{RT}} + e^{-\frac{\alpha_F \eta_c}{RT}} \right) \left( \frac{RT}{H} \right) \frac{1}{\xi_1} \frac{1}{1 + \xi_2 + \xi_3} \]

The overpotentials are defined as:

\[ \eta_a = \phi_a - \phi_m \] at the anode

\[ \eta_c = \phi_c - \phi_m - E^{\text{rev}} \] at the cathode.

\[ E^{\text{rev}} = 1.229 - 0.83 \times 10^{-3} (T - 298) + \frac{RT}{4F} \ln x_{O_2} \]

The current densities are defined as:

\[ i_s = -\sigma_s \nabla \phi_s \] and \[ i_m = -\sigma_m \nabla \phi_m \]

Reference exchange current density:

\[ A_0 = \frac{3m_p}{r_p \rho_p} \]

\[ A_{\text{c}}j_c^{\text{ref}} = A_0j_c^{\text{ref}} (1 - \gamma_c) (1 - \frac{\gamma_{\text{pol}}}{\gamma_{\text{agg}}}) \left( \frac{E_{\text{c}}}{R} \left[ \frac{1}{T} - \frac{1}{353.15} \right] \right) \]

Correction factor due to agglomerate:

\[ \xi_1 = \frac{1}{\Phi_L} \left( \frac{1}{\tanh \left( 3\Phi_L \right)} - \frac{1}{3\Phi_L} \right) \]

\[ \Phi_L = \frac{r_{\text{agg}}}{3} \sqrt{\frac{k_c}{D_{O_2,\text{agg}}^{\text{eff}}}} \]

\[ j_c^{\text{eff}} \left( \frac{-e^{\frac{\alpha_F \eta_c}{RT}} + e^{-\frac{\alpha_F \eta_c}{RT}}}{(1 - \gamma_c)nF} \right) \] and \[ D_{O_2,\text{agg}}^{\text{eff}} = D_{O_2,\text{mem}} \left( \frac{\gamma_{\text{pol}}}{\gamma_{\text{agg}}} \right)^{1.5} \]

Correction factor due to polymer film:

\[ \xi_2 = \frac{\delta_{\text{pol}}^2}{D_{O_2,\text{mem}} \alpha_{\text{pol}}} k_c \]

\[ \alpha_{\text{pol}} = 4n_{\text{agg}} \pi (r_{\text{agg}} + \delta_{\text{pol}})^2 \]
\[
    n_{\text{agg}} = \frac{3\gamma_{\text{agg}}}{4\pi \left( r_{\text{agg}} + \delta_{\text{pol}} \right)^3}
\]

Polymer film thickness:
\[
    \delta_{\text{pol}} = \sqrt[3]{\frac{3 \gamma_{\text{agg}}(1 + \gamma_{\text{pol}})}{\gamma_{\text{PtC}}}} \left( r_{\text{agg}} + \delta_{\text{pol}} \right)
\]

Correction factor due to liquid water film:
\[
    \xi_3 = \frac{\delta_w}{D_{O_2,w} \kappa_w \rho_{O_2}} \frac{H_{O_2,w}}{H_{O_2,\text{pol}}}
\]
\[
    \delta_w = \sqrt[3]{(r_{\text{agg}} + \delta_{\text{pol}})^3 \left( 1 + \frac{\gamma_{\text{agg}}}{\gamma_{\text{w}}} \right)} - \left( r_{\text{agg}} + \delta_{\text{pol}} \right)
\]
\[
    \gamma_{\text{w}} = s \gamma_{\text{cl}}
\]
\[
    a_{\text{pol}} = 4n_{\text{agg}}\pi (r_{\text{agg}} + \delta_{\text{pol}} + \delta_w)^2
\]

Pt/C and polymer loading:
\[
    m_C = \frac{m_{\text{Pt}}}{\text{PtC}} - m_{\text{Pt}}
\]
\[
    \text{pol} = \frac{m_{\text{pol}}}{m_{\text{Pt}} + m_C + m_{\text{pol}}}
\]

Volume fraction of Pt/C:
\[
    \gamma_{\text{PtC}} = \left[ \frac{1}{\rho_{\text{Pt}}} + \frac{1 - \text{PtC}}{\text{PtC} \rho_{\text{C}}} \right] \frac{m_{\text{Pt}}}{L_{\text{cl}}}
\]

Volume fraction of polymer:
\[
    \gamma_{\text{pol}} = \frac{m_{\text{pol}}}{1 - \text{pol} \rho_{\text{pol}}} \frac{1}{\text{PtC} \rho_{\text{cl}}}
\]
\[
    \gamma_{\text{agg}} = \gamma_{\text{pol}} + \gamma_{\text{PtC}}
\]

Porosity:
\[
    \gamma_{\text{cl}} = 1 - \gamma_{\text{agg}}
\]

Definition of volume fraction:
\[
    \gamma_w = \frac{V_w}{V_T}; \quad \gamma_{\text{PtC}} = \frac{V_{\text{PtC}}}{V_T}; \quad \gamma_{\text{pol}} = \frac{V_{\text{pol}}}{V_T}; \quad \gamma_{\text{agg}} = \frac{V_{\text{agg}}}{V_T}; \quad \gamma_{\text{cl}} = \frac{V_{\text{void}}}{V_T} = \text{porosity}
\]
\[
    V_{\text{agg}} = V_{\text{PtC}} + V_{\text{pol}}; \quad V_{\text{void}} = V_g + V_w
\]
\[
    V_T = V_{\text{agg}} + V_{\text{void}} = V_{\text{PtC}} + V_{\text{pol}} + V_g + V_w
\]

### 2.4 Membrane model

The membrane model takes into account the flux water due to electroosmotic drag and diffusion. Here, a GORE membrane is employed for which we modify the standard phenomenological equations derived for a Nafion with a correction factor, as done by Ju et al.\[1\]
For the membrane the activity and water contents per sulfonic group are given by

\[
a = \frac{P_{ws}}{P_{sat}} + 2s
\]

\[
\lambda = 0.043 + 17.81a - 39.85a^2 + 36a^3
\quad \text{for} \quad (a < 1)
\]

\[
\lambda = 14 + 1.4(a - 1)
\quad \text{for} \quad (a > 1)
\]

The ionic conductivity is defined as:

\[
\sigma_{m}^{\text{eff}} = \beta_{m} \sigma_{m}
\]

where:

\[
\sigma_{m} = (0.514\lambda - 0.326)e^{1268\left(\frac{1}{303} - \frac{1}{T}\right)}
\]

The diffusivity of membrane water content persulfonic group:

\[
D_{w,m}^{\text{eff}} = \beta_{m} D_{w,m}
\]

\[
D_{w,m} = \begin{cases} 
3.1 \times 10^{-7} \lambda \left( e^{0.28\lambda} - 1 \right) e^{-2436/T} & \text{for} \ 0 < \lambda \leq 3 \\
4.17 \times 10^{-8} \lambda \left( 1 + 161e^{-\lambda} \right) e^{-2436/T} & \text{otherwise}
\end{cases}
\]

The electro-osmotic drag coefficient is defined as:

\[
n_d = 2.5 \frac{\lambda}{22}
\]

### 3. Numerical methodology

The mathematical model is implemented and solved in the commercial computational fluid dynamics software Fluent and its PEMFC module together with in-house user-defined functions subroutines. The latter allows for changes in constitutive relations, parameters and to some extent also the governing equations.

The computational domains are created in the commercial GAMBIT pre-processor software. The whole domain is defined as a fluid zone, except for the current collector, which is defined as solid region. Mesh independence test is then carried out to ensure consistency of the solutions. To reduce the computational cost, we apply periodic boundary conditions representing the nature of unit repetition of PEMFC stack. Note that if we had chosen to solve for a whole stack without repeating units, the amount of computational elements would have numbered in the range of several millions (depending on the stack size).

### 4. Results and discussions

#### 4.1 Model Validation

Before we consider the thermal management of the stack, the PEMFC model is validated against experimental single cell data by Noponen et al. the result of which are depicted in Figure 6.2. The model predictions are found to agree well with the experimental counterparts for the iR-corrected, overall polarization curve for currents up to 1.5 A cm$^2$ and local current density distributions.

#### 4.2 Liquid water cooling

To ascertain the impact of placement of coolant plates, a stack model based on a validated single-cell model is implemented and solved for. The flow fields in the single cells and the cooling plates are of a net type, i.e. porous in nature,
which allows for a reduction of dimensionality from two to three dimensions. To limit the computational cost further, four repetitive units are identified that are relevant for the placement of cooling plates. These repetitive units are based on the amount of cells that are placed between the cooling plates: (i) one cell; (ii) two cells; (iii) three cells; (iv) four cells.

Figure 6.2: Validation: a) global polarization curves: [♦] is the experimentally measured potential; [●] is the iR-corrected experimentally measured potential; [▲] is the experimentally obtained power density; [---] is the predicted potential of the model; [—] is the predicted iR-corrected potential of the model (both case a and b); [---] is the predicted power density of the model; b) local current density distribution.

Figure 6.3: a) Normalized polarization curves where the stack voltage is divided by the amount of cells; b) Temperature difference for: case i (♦); case ii (▼); case iii (▲); case iv (●).

The performance of each stack unit, we find that case i, i.e. with only one cell between each coolant plate, exhibits the best performance, as shown in Figure 6.3a, with normalized polarization curves. Here, the stack voltage for each configuration has been divided by the amount of cells for comparison purposes. Furthermore, the polarization curve for case i follows the experimentally measured counterpart for a single cell cooled with two coolant plates closely. As the number of cells increases, the performance can be seen to drops due to an increase in temperature, see Figure 6.3b for details, and decrease in water content in the membrane.

4.3 Forced convection air cooling

In order to reduce the complexity of the cooling system for PEMFC stack, while keeping the stack at high performance, forced convection air powered by fans can be used to cool down the stack as well as to feed in air into the. Designing PEMFC stacks with open-cathode manifolds therefore requires careful consideration of the air flow rate at the cathode: a high flow rate provides a high stoichiometric oxidant supply but might cause dehydration of the membrane, where the former is beneficial and the latter detrimental to stack performance; too low a flow rate might give rise to flooding in the cathode flow fields and/or gas diffusion layers, again resulting in a drop in stack performance. In this study, a typical fan with
a size of 119 mm × 199 mm × 38 mm product of ebmpapst series 4100N \cite{15} is investigated at five different load conditions, i.e. 4.5 W, 12.2 W, 19.5 W, 30 W and 60 W.

Figure 6.4: a) Polarization curves; b) Temperature difference for forced air convection in an open manifold for the for different fan powers: 4.5 W (▲), 12.2 W (▼), 19.5 W (▲), 30 W (♦), and 60 W (■).

As can be inferred from Figure 6.4, several features are apparent for the different fan powers, notably that the case with higher fan power performs better in terms of limiting current density compared to cases with lower fan power. Furthermore, as can be seen from Figure 6.4b, it is clear that using lower fan power might not sufficient to remove amount of heat generated which will turn in stack heat up beyond its optimum operating temperature.

4.4 Natural convection air cooling

To avoid the parasitic load and reduce the complexity of the PEMFC design, natural convection flow which arises due to the density gradients in the air as oxygen depleted along the cathode, and due to the temperature difference between fuel cell and surrounding is employed. Furthermore, the operation of a natural-convection cathode is a complex coupling between heat, mass and momentum transport at fuel cell and the surrounding. Thus, care has to be taken so as to provide enough air to the cathode and to ensure sufficient heat removal of the stack. On the natural convection air cooling, the rate of heat removal, which is due to the temperature differences between fuel cell and surrounding, usually only can be applied to small stack of view cells. Here, we simulate thermal management for a small stack comprises of five cells compare with a single cell.

Figure 6.9: Temperature distribution for a) single cell (Vcell = 0.7 V, Iave = 0.446 A/cm², ΔT = 7°C); b) Stack (5 cells, Vstack = 3.5 V, Vcell = 0.7 V, Iave = 0.271, ΔT = 18°C).

As expected, temperature increase for stack is much higher than single cell. Temperature increase for single cell is about 7°C which is well agree with experimental data from Hottinen et al., \cite{15} while for stack temperature increase reach to 20°C. Despite the fact that thermal management aims to control the thermal envelope of the stack, in natural convection air cooling, we cannot control the air flows and heat transfer rate. Hence, insufficient cooling can cause membrane dehydration and in turn an increase in ohmic resistance in membrane which lower the stack performance. Here, the current generated in stack is 40% lower than one in single cell.
5. Concluding Remarks

A mathematical model for PEMFC has been developed, implemented, parameter adapted, and validated against experimental polarization curves. The validated single cell model is then employed as a building block for stack modelling. Three different cooling methods, namely water-cooling, forced convection air-cooling and natural convection air cooling, are implemented and solved for. Four different cooling channel placements and cooling conditions are investigated for the stack with water cooling. The results show that there is strong correlation between stack performance and the coolant channel placement. We note that the stack performance decreasing as more cell placed in between coolant channel. Furthermore, five different fan power are simulated for the forced convection air cooling. It is noted that higher fan power could sustain higher current density and able to remove more heat from the stack. In addition, thermal management for natural convection air cooling has also been carried out. It is clearly shown that care has to be taken so when applying natural convection to cool down the stack since more heat is generated in the stack. Finally, the present model can easily be extended to encompass various stack design and cooling strategy for efficient design and optimization of the PEMFC stack.
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**Appendix**

**Table 6.1: Geometry and main physical parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{cc, co, s}$</td>
<td>$5 \times 10^{-4}, 2.5 \times 10^{-4}, 5 \times 10^{-5}$ m $^{[14]}$</td>
</tr>
<tr>
<td>$h_{n, gdl, cl}$</td>
<td>$5 \times 10^{-4}, 3 \times 10^{-4}, 1 \times 10^{-3}$ m $^{[14]}$</td>
</tr>
<tr>
<td>$h_m$</td>
<td>$5 \times 10^{-2}$ m $^{[14]}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$9 \times 10^{-2}$ m $^{[14]}$</td>
</tr>
<tr>
<td>$K_{n, gdl, cl}$</td>
<td>$10^7, 7.3 \times 10^{-13}$ m$^{-2}$ $^{[14]}$</td>
</tr>
<tr>
<td>$\gamma_{n, gdl, cl}$</td>
<td>$0.9, 0.4, 0.4$ $^{[14]}$</td>
</tr>
<tr>
<td>$\sigma_{n, gdl, cl}$</td>
<td>$10^7, 500, 500$ S.m$^{-1}$ $^{[14]}$</td>
</tr>
<tr>
<td>$\sigma_{cc}$</td>
<td>$1.37 \times 10^6$ S.m$^{-1}$ $^{[14]}$</td>
</tr>
<tr>
<td>$k_{gdl, cl}$</td>
<td>$1.5, 1.5$ W m$^{-1}K^{-1}$ $^{[1]}$</td>
</tr>
<tr>
<td>$k_{cc, n}$</td>
<td>$16.3, 16.3$ W m$^{-1}K^{-1}$ $^{[16]}$</td>
</tr>
<tr>
<td>$k_m$</td>
<td>$0.2$ W m$^{-1}K^{-1}$ $^{[17]}$</td>
</tr>
<tr>
<td>$D_{H_2}$</td>
<td>$1.1028 \times 10^{-4}$ m$^2$s$^{-1}$ $^{[1]}$</td>
</tr>
<tr>
<td>$D_{O_2}$</td>
<td>$3.2348 \times 10^{-5}$ m$^2$s$^{-1}$ $^{[1]}$</td>
</tr>
<tr>
<td>$D_{H_2O}$</td>
<td>$7.35 \times 10^{-5}$ m$^2$s$^{-1}$ $^{[1]}$</td>
</tr>
<tr>
<td>$D_{liq}$</td>
<td>$3.032 \times 10^{-3}$ m$^2$s$^{-1}$ $^{[2]}$</td>
</tr>
<tr>
<td>$T_{in}$</td>
<td>$60$ °C $^{[14]}$</td>
</tr>
<tr>
<td>$A_{J_{ref,0}}$</td>
<td>$1 \times 10^7$ A m$^{-2}$ $^{[1]}$</td>
</tr>
<tr>
<td>$f_{ref}$</td>
<td>$3$ A m$^{-2}$ [adapted]</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>$353.15$ K $^{[1]}$</td>
</tr>
<tr>
<td>$E_a$</td>
<td>$73269$ J mol$^{-1}$ $^{[1]}$</td>
</tr>
<tr>
<td>$\alpha_a$</td>
<td>$1$ $^{[1]}$</td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>$1.5$ [adapted]</td>
</tr>
<tr>
<td>$\gamma_a, \gamma_c$</td>
<td>$0.5, 1$ $^{[1]}$</td>
</tr>
<tr>
<td>$[C]_{ref}$</td>
<td>$\frac{1}{H}$ $^{[2]}$</td>
</tr>
<tr>
<td>$H_{O_2}$</td>
<td>$H_{O_2} = 1.33 \exp(-666/T)$ $^{[2]}$</td>
</tr>
<tr>
<td>$H_{H_2O(l)\rightarrow}^{\text{gwater}}$</td>
<td>$H_{H_2O} = 5.08 \exp(-498/T)$ $^{[2]}$</td>
</tr>
<tr>
<td>$H_{H_2}$</td>
<td>$H_{H_2} = 2.55 \exp(170/T)$ $^{[18]}$</td>
</tr>
</tbody>
</table>
### Mathematical modeling of PEM fuel cell stack: thermal management

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_{fg} )</td>
<td>( 2.26 \times 10^6 ) J kg(^{-1})</td>
</tr>
<tr>
<td>( \theta_e )</td>
<td>( 0^\circ ) [19]</td>
</tr>
<tr>
<td>( C_{r, \text{max}} )</td>
<td>( 100 ) s(^{-1}) [19]</td>
</tr>
<tr>
<td>( P_{\text{op}} )</td>
<td>( 101325 ) Pa [19]</td>
</tr>
<tr>
<td>( RH_{a,c} )</td>
<td>( 100% ), ( 100% ) [19]</td>
</tr>
<tr>
<td>( g_{a,c} )</td>
<td>( 3.35 ), ( 2.3 ) [19]</td>
</tr>
<tr>
<td>( \beta_{m} )</td>
<td>( 0.7 ) [adapted]</td>
</tr>
<tr>
<td>( T_{\text{cool}}, T_{\text{amb}} )</td>
<td>( 60, 25 ) °C</td>
</tr>
<tr>
<td>( U_{\text{cool}} )</td>
<td>( 1 ) ms(^{-1})</td>
</tr>
<tr>
<td>( \rho_l )</td>
<td>( 982.2 ) kg/m(^3) [19]</td>
</tr>
<tr>
<td>( r_{pr} )</td>
<td>( 2.2 \times 10^{-9} ) m [11]</td>
</tr>
<tr>
<td>( r_{agg} )</td>
<td>( 1 \times 10^{-7} ) m [2]</td>
</tr>
<tr>
<td>( \rho_{\text{Pt}}, C )</td>
<td>( 0.4 )</td>
</tr>
<tr>
<td>( m_{\text{Pt}} )</td>
<td>( 0.3 \times 10^{-4} ) kg m(^{-2}) [14]</td>
</tr>
<tr>
<td>( m_{\text{Pt,C}} )</td>
<td>( 1 \times 10^{-4} ) kg m(^{-2})</td>
</tr>
<tr>
<td>( \rho_{\text{Pt}} )</td>
<td>( 2.145 \times 10^{7} ) kg m(^{-3}) [2]</td>
</tr>
<tr>
<td>( \rho_{C} )</td>
<td>( 1.8 \times 10^{5} ) kg m(^{-3}) [2]</td>
</tr>
<tr>
<td>( \rho_{\text{pol}} )</td>
<td>( 2 \times 10^{3} ) kg m(^{-3}) [2]</td>
</tr>
<tr>
<td>( C_{\text{p,H}_2, O_2, H_2O(g), N_2} )</td>
<td>( 14283, 919.31, 2014, 1040.67 ) J kg(^{-1}) K(^{-1})</td>
</tr>
<tr>
<td>( \mu_{\text{H}_2, O_2, H_2O(g), N_2} )</td>
<td>( 8.411 \times 10^{-6}, 1.919 \times 10^{-5}, 1.34 \times 10^{-5}, 1.663 \times 10^{-5} ) kg m(^{-1}) s(^{-1})</td>
</tr>
<tr>
<td>( k_{\text{H}_2, O_2, H_2O(g), N_2} )</td>
<td>( 0.206, 0.0307, 0.0246, 0.0295 ) W m(^{-1}) K(^{-1})</td>
</tr>
<tr>
<td>( K_{\text{H}_2O(l), \text{aq}} )</td>
<td>( 0.67 ) W m(^{-1}) K(^{-1})</td>
</tr>
<tr>
<td>( M_{\text{H}_2, O_2, H_2O(g), N_2} )</td>
<td>( 0.002, 0.032, 0.018, 0.028 ) kg mol(^{-1})</td>
</tr>
</tbody>
</table>
Rechargeable lithium batteries have been considered the battery of choice for many mobile and portable applications. Lithium-ion or rocking-chair batteries are the newest and have the most well-understood battery chemistry. Both the positive and negative electrodes serve as hosts for lithium ions that transport through a binary electrolyte. One aspect of battery modeling describes these transport phenomena through an electrochemical model. The other aspect deals with the thermal management of large battery systems since temperature greatly affect performance, safety, and life of large lithium ion batteries in hybrid vehicles. Thermal runaway occurs when the reaction rate increases due to an increase in temperature, causing a further increase in temperature and hence a further increase in the reaction rate. Thermal modeling is an effective way to understand how the design and operating variables affect the thermal behaviour of the lithium-ion battery during charging and discharging. Hence the objective of this study is to develop general mathematical model that describes the electrochemical and thermal behaviour during the discharge and charge of a lithium-ion battery and use the results for better battery design and thermal management system. A one dimensional isothermal electrochemical model is presented in this chapter.
Modelling of a Li-ion battery

1. Introduction

Since the invention of the first Voltaic pile in 1800 by Alessandro Volta, the battery has become a common power source for many household and industrial applications. Today, rechargeable lithium batteries are generally considered the battery of choice for many mobile and portable applications. Lithium-ion or rocking-chair batteries are the newest and have the most well-understood battery chemistry. Rechargeable lithium batteries offer several advantages compared to conventional batteries like higher energy density (up to 150Wh/kg), higher cell voltage (up to about 4V/cell) and longer shelf life (up to 5-10 years). Especially Lithium-ion batteries have gained prominence in recent years because of their superior energy and power densities.

Lithium ion batteries are a type of rechargeable batteries in which a lithium ion moves in between the two electrodes. It moves from negative electrode to positive electrode during discharge and the reverse takes place during charging as displayed in Figure 7.1. The Li-ion cell uses a lithiated carbon intercalation material for the negative electrode and a lithiated metal insertion compound for the positive electrode. The cell reactions during charging are as shown below, and the reverse reaction happens during discharging. In the positive electrode

$$\text{LiMO}_2 \rightarrow \text{Li}_{1-x}\text{MO}_2 + x\text{Li}^+ + xe^-$$

In the negative electrode,

$$\text{C} + x\text{Li}^+ + xe^- \rightarrow \text{Li}_x\text{C}$$

Overall reaction is

$$\text{LiMO}_2 + \text{C} \rightarrow \text{Li}_x\text{C} + \text{Li}_{1-x}\text{MO}_2$$

![Figure 7.1. Schematic of a Li-ion cell operation](image)

Battery designs for an application needs large amount of time and experimental effort for optimization. Hence computer simulations become very useful in this process due to savings in time and materials. In order to do a simulation, a mathematical model is needed which describes the system. The various physical phenomena involved in a battery can be grouped under three categories namely thermodynamics (Gibbs free energy, electrochemical potential etc.), transport (migration, diffusion, convection) and kinetics (Butler-Volmer equation etc.). The modelling of a battery can be done in multiscales ranging from pore level model (~10^{-6} m), or a cell level model (10^{-4} m) to stack level and system level models (~few cm). The pore level model covers microscopic details when compared with the macro homogenous models that provide insights to the behavior of the cell on a macroscopic scale. In the macroscopic scale, the detailed geometry of the pore is ignored. The porosity and the surface area are averaged over a control volume in the porous electrode using a volume averaging approach. In a Li-ion cell, solid phase diffusion of lithium in the active material can be rate limiting under
certain conditions and hence it requires a model to describe this phenomenon and an additional length scale is introduced in the problem. Hence in addition to solving for transport in the x-direction, diffusion equation needs to be solved in spherical coordinates at every volume element. Hence multiscale modelling becomes essential for modelling a battery.

2. Mathematical formulation

This multiscale model is used to study the charge and discharge characteristics of a Li-ion battery and it includes the processes of electronic current conduction, ionic charge transport in the electrodes, electrolyte, and separator, material transport in the electrolyte and diffusion in the electrode particles.

Figure 7.2 shows a Lithium insertion cell which consists of two composite electrodes, a separator and filled with electrolyte. The porous electrodes consist of a pseudo homogenous mixture of the active insertion material, polymer matrix, non aqueous liquid electrolyte and conductive filler additive.

2.1. Governing equations

The mathematical model comprises of the governing equations for conservation of species and charge in two phases viz the solution phase and the solid phase. The equation for conservation of charge in the solid phase of the two porous electrodes is

\[
\nabla \cdot (\mathbf{i}^{(s)}) = -S_a J,
\]

\[
\mathbf{i}^{(s)} = -\sigma^{\text{eff}} \nabla \phi_s,
\] (7.1)

and for the conservation of charge in the solution phase,

\[
\nabla \cdot \mathbf{i}^{(l)} = S_a J,
\]

\[
\mathbf{i}^{(l)} = -\kappa^{\text{eff}} \nabla \phi_l + \frac{2RT\sigma^{\text{eff}}}{F} \left[ 1 + \frac{\partial \ln f}{\partial \ln c_l} \right] [1 - t_s] \nabla (\ln c^{(l)}),
\] (7.2)

and for the conservation of species in the solution phase,

\[
\varepsilon \frac{\partial c^{(l)}}{\partial t} + \nabla \cdot \left( D^{(l)} \nabla c^{(l)} \right) = \frac{S_a j(1 - t_s)}{F}
\] (7.3)

The diffusion of Li-ion into the electrode particles is governed by Fick’s law as expressed below
\[
\frac{\partial c^{(s)}}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r} \left( -r^2 D^{(s)} \frac{\partial c^{(s)}}{\partial r} \right) = 0.
\]

(7.4)

### 2.2 Boundary conditions

#### Cathode (x=0) - The solid phase potential is set to zero on the cathode/current collector boundary

\[
\phi^{(s)} = 0.
\]

(7.5)

#### Anode (x=L) - The electronic current density is specified at the anode/current collector boundary

\[
i^{(i)} = i(t).
\]

(7.6)

For the ionic charge balance and the material balance in the electrolyte, insulating conditions apply at the anode/current collector as well as cathode/current collector boundaries

\[
i^{(i)} \cdot e_x = 0,
\]

\[
\nabla \cdot c^{(i)} \cdot e_x = 0,
\]

(7.7)

where \( e_x \) is the unit vector along \( x \).

For the diffusion of Li ion in the electrode particles, the material flux is specified at the particle surface. The flux is determined by the local electrochemical reaction rate in the 1D model

\[-D^{(s)} \frac{\partial c^{(s)}}{\partial r} = -\frac{j}{F}, \text{ at } r = R_s,\]

\[\frac{\partial c^{(s)}}{\partial r} = 0 \text{ at } r = 0.\]

(7.8)

For this diffusion process, the superficial area per unit volume is related to the particle radius by the following expression

\[S_a = \frac{3(1 - \varepsilon^{(i)} - \varepsilon^{(f)} - \varepsilon^{(p)})}{R_s}.\]

(7.9)

#### 2.3 Constitutive relations

**Butler-Volmer equation** - The local charge transfer current density is given by the Butler-Volmer equation for electrode kinetics. The expression is as follows

\[j = i_0 \exp \left( \frac{\alpha \eta F}{RT} \right) - \exp \left( -\frac{\alpha \eta F}{RT} \right).\]

(7.10)

The overpotential \( \eta \) is given by

\[\eta = \phi^{(s)} - \phi^{(i)} - U_{\text{ref}}.\]

(7.11)

where \( U_{\text{ref}} \) is the open circuit potential of the electrode with respect to the solid lithium electrode and the exchange current density \( i_0 \) is given by

\[i_0 = k_0 \sqrt{c^{(f)}(c_{\text{max}}^{(s)} - c^{(s)}(s))},\]

(7.12)

The effective conductivities and diffusivity takes porosity into consideration as given by the following expressions

\[\sigma^{\text{eff}} = \sigma \varepsilon^\gamma\]

\[\kappa^{\text{eff}} = \kappa \varepsilon^\gamma\]

\[D_i^{\text{eff}} = D_i \varepsilon^\gamma\]

(7.13)
3. Input parameters

**TABLE 7.1:**
Parameters for the electrodes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Li$_x$ C$_6$</th>
<th>Li$_y$ Mn$_2$O$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^{(x)}$ (m$^2$/s)</td>
<td>$3.9 \times 10^{-14}$</td>
<td>$1.0 \times 10^{-13}$</td>
</tr>
<tr>
<td>$\sigma$ (S/m)</td>
<td>100</td>
<td>3.8</td>
</tr>
<tr>
<td>$c_{\text{max}}^{(x)}$ (mol/m$^3$)</td>
<td>26390</td>
<td>22860</td>
</tr>
</tbody>
</table>

**TABLE 7.2:**
Design adjustable other parameters & operating conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Li$_x$ C$_6$</th>
<th>Separator</th>
<th>Li$_y$ Mn$_2$O$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness $\delta_{\pm}$ (m)</td>
<td>$100 \times 10^{-6}$</td>
<td>$52 \times 10^{-6}$</td>
<td>$174 \times 10^{-6}$</td>
</tr>
<tr>
<td>$R_s$ (m)</td>
<td>$12.5 \times 10^{-6}$</td>
<td>-</td>
<td>$8.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>$c^{(x)0}$ (mol/m$^3$)</td>
<td>14870</td>
<td>-</td>
<td>3900</td>
</tr>
<tr>
<td>$c^{(l)0}$ (mol/m$^3$)</td>
<td>-</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>$\epsilon^p$</td>
<td>0.146</td>
<td>-</td>
<td>0.186</td>
</tr>
<tr>
<td>$\epsilon^f$</td>
<td>0.357</td>
<td>-</td>
<td>0.444</td>
</tr>
<tr>
<td>$\epsilon^f$</td>
<td>0.026</td>
<td>-</td>
<td>0.073</td>
</tr>
<tr>
<td>$T$ (K)</td>
<td></td>
<td>298</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.3. Ionic conductivity of electrolyte

Figure 7.4. OCV of Lithium Manganese Oxide electrode

Figure 7.5. OCV of LiC$_6$ electrode
The electrolyte is based on 1:2 EC:DMC as the solvent mixture and LiPF$_6$ as the salt. The electrolyte conductivity is measured experimentally and the dependency on the composition is as shown in figure 7.3. The model specifies the electrolyte conductivity according to this function.

$$\kappa = 1.0793 \times 10^{-4} + 6.7461 \times 10^{-3} c^{(l)} - 5.2245 \times 10^{-3} c^{(l)^2} + 1.3605 \times 10^{-3} c^{(l)^3} - 1.1724 \times 10^{-4} c^{(l)^4}$$ \hspace{1cm} (7.14)

The electrode materials are graphite (Li$_x$C$_6$) for the negative electrode and lithium manganese oxide spinel (Li$_{y}$Mn$_{2}$O$_4$) for the positive electrode. The open circuit potential of the negative and positive electrodes are dependent on composition and measured experimentally. The variations are as shown in figure 7.4 and 7.5 which gives the open circuit potential of Li$_x$C$_6$ and Li$_y$Mn$_2$O$_4$ relative to solid lithium respectively.

The open circuit potential for the two electrodes are fit to the functions given below. For the manganese dioxide [1]

$$U_{ref} = 4.19829 + 0.0565661 \tanh[-14.5546 \lambda + 8.60942] - 0.157123 \exp(-0.04735 \lambda^8)$$

$$\lambda = 0.998432 - \lambda^4 - 1.90111 + 0.810239 \exp[-40(\lambda - 0.133875)]$$ \hspace{1cm} (7.15)

where $\lambda$ is the amount of lithium inserted in Li$_y$Mn$_2$O$_4$. For the lithiated carbon electrode [1]

$$U_{ref} = -0.16 + 1.32 \exp(-30\zeta) + 10.0 \exp(-2000.0\zeta)$$ \hspace{1cm} (7.16)

where $\zeta$ is the amount of lithium in the carbon electrode Li$_x$C$_6$.

4. Results and discussion

Figure 7.6 gives the variation of cell potential with respect to the cell capacity at 25°C. The discharge time for 17.5A/m$^2$ is 1 hour (1C rate). The discharge curves are given at 1.75 A/m$^2$ (0.1C rate), 17.5 A/m$^2$ (1C rate) and 35 A/m$^2$ (2C rate). The cell attains a maximum capacity at 0.1C rate as shown by the figure.

Figure 7.7 gives the salt concentration profile across the full cell during a constant current discharge at a rate of 1C. The separator region is shown within the dotted lines and the time is given from the start of discharge. The separator has a nearly constant concentration gradient unlike the two electrodes.

Figure 7.8 shows the concentration profiles of lithium inside a solid carbon particle at the negative electrode (LiC$_x$)-electrolyte interface at a time near the end of discharge. At higher discharge rates, most of the Li ions are not accessible at the end of discharge which is shown by the higher concentration for 35A/m$^2$ when compared with 17.5A/m$^2$ and 8.75A/m$^2$. 
Figure 7.7. Salt concentration profile at a discharge rate of 1C from the start of discharge.

Figure 7.8. Concentration of Lithium inside a solid carbon particle near the electrode electrolyte interface near the end of discharge.

Also the solid phase concentration varies along with the distance across the electrode which is indicated in Figure 7.11. Figure 7.9 shows the charge discharge profile applied. The cycle applies 3500 s of discharge at current density of 17.5A/m\(^2\) (1C), 200 s at open circuit, then 3500s of charge at the same current density, and finally open circuit conditions.

Figure 7.10 depicts the voltage of the cell \(E_{cell} = \phi^{(s)}\) at \(x = L - \phi^{(s)}\) at \(x = 0\) predicted by the model. The voltage drops during discharge due to the ohmic loss and concentration overpotential. During the open circuit conditions, the ohmic losses can be seen clearly as shown by a sudden increase in voltage for around 150mV and then a gradual increase in voltage during charging.

Figure 7.11 and 7.12 shows the concentration distribution of solid lithium in the negative and positive electrodes respectively before the end of discharge \((t = 3400 s)\).

The concentration of lithium in the negative electrode near the end of discharge shows that there is less variation along the electrode but whereas the concentration varies from 600 mol/m\(^3\) to 3450 mol/m\(^3\) from the centre to the surface of the active electrode particle and in the case of positive electrode, the variation is just the opposite case of the negative electrode where the variation along the width of the electrode is greater that along the radius.
Figure 7.11. Concentration distribution of Li in the negative electrode particles near the end of discharge

Figure 7.12. Concentration distribution of Li in the positive electrode particles near the end of discharge

5. Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c^{(i)}$</td>
<td>salt concentration, mol/m$^3$</td>
</tr>
<tr>
<td>$c^{(i)0}$</td>
<td>initial salt concentration, mol/m$^3$</td>
</tr>
<tr>
<td>$c^{(s)\text{max}}$</td>
<td>maximum concentration of lithium in intercalation material, mol/m$^3$</td>
</tr>
<tr>
<td>$c^{(s)0}$</td>
<td>initial concentration of lithium in intercalation material, mol/m$^3$</td>
</tr>
<tr>
<td>$c^{(s)}$</td>
<td>concentration of lithium in solid, mol/m$^3$</td>
</tr>
<tr>
<td>$\delta_-, \delta_+$</td>
<td>respective widths of negative and positive electrode, m</td>
</tr>
<tr>
<td>$\delta_s$</td>
<td>width of separator, m</td>
</tr>
<tr>
<td>$D^{(i)}$</td>
<td>salt diffusion co-efficient, m$^2$/s</td>
</tr>
<tr>
<td>$D^{(s)}$</td>
<td>diffusion co-efficient of lithium in solid electrode particles, m$^2$/s</td>
</tr>
<tr>
<td>$F$</td>
<td>mean molar activity co-efficient of salt</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday’s constant, 96487 C/mol</td>
</tr>
<tr>
<td>$i^{(i)}$</td>
<td>liquid/solution phase current density, A/m$^2$</td>
</tr>
<tr>
<td>$i^{(s)}$</td>
<td>solid phase current density, A/m$^2$</td>
</tr>
<tr>
<td>$j$</td>
<td>local charge transfer current density, A/m$^2$</td>
</tr>
<tr>
<td>$k_0$</td>
<td>reaction rate constant = 2x10$^{-6}$</td>
</tr>
<tr>
<td>$L$</td>
<td>width of the cell, m</td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant, 8.314 J/molK</td>
</tr>
<tr>
<td>$R_s$</td>
<td>radius of electrode particle, m</td>
</tr>
<tr>
<td>$S_a$</td>
<td>specific interfacial area, m$^2$/m$^3$</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature, K</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>( t )</td>
<td>time, s</td>
</tr>
<tr>
<td>( t_i )</td>
<td>transference number of cation = 0.363</td>
</tr>
<tr>
<td>( U_{\text{ref}} )</td>
<td>open circuit potential, V</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Bruggemann constant = 1.5</td>
</tr>
<tr>
<td>( \alpha_a )</td>
<td>anodic transfer coefficient = 0.5</td>
</tr>
<tr>
<td>( \alpha_c )</td>
<td>cathodic transfer coefficient = 0.5</td>
</tr>
<tr>
<td>( \varepsilon^{(l)} )</td>
<td>volume fraction of liquid phase of electrolyte</td>
</tr>
<tr>
<td>( \varepsilon^{(f)} )</td>
<td>volume fraction of conductive filler additive</td>
</tr>
<tr>
<td>( \varepsilon^{(p)} )</td>
<td>volume fraction of polymer phase</td>
</tr>
<tr>
<td>( K^* )</td>
<td>ionic conductivity of electrolyte, S/m</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>electronic conductivity of solid matrix, S/m</td>
</tr>
<tr>
<td>( \phi^{(l)} )</td>
<td>liquid phase potential, V</td>
</tr>
<tr>
<td>( \phi^{(s)} )</td>
<td>solid phase potential, V</td>
</tr>
</tbody>
</table>

6. References
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Mathematical modeling plays an important role to understand the fluid mechanics, thermal, mass, ionic and electronic transport phenomena inside the Proton Exchange Membrane Fuel Cell (PEMFC), as this data is hardly accessible and measureable by the standard experimental apparatus. In this Computational Fuel Cell Dynamics (CFCD) analysis, the model is first validated with close agreement with the relevant experimental data for both cathode forced and free convection PEMFC. For forced convection fuel cell, a flow structure which delivers the reactant transversely to the MEA using an impinging jet configuration at cathode side is proposed and modeled to examine its effectiveness for enhanced PEMFC performance, especially at high current densities. For free convection air breathing PEM fuel cell (ABFC), the effect of geometry factors (e.g. channel length and width), device orientation (horizontal placement, alignment with gravity or at an inclined angle), and O2 transfer configuration (channel vs. planar) were investigated. Based on the simulation results, an optimum design for the enhanced performance for self air breathing PEM Fuel Cells is derived.
Modeling PEMFC and new designs via the CFD approach

1. Introduction

Increasing costs associated with fossil fuels, along with an increasing concern of the environmental impact of pollutants and greenhouse gases, results in a need to search for and develop new energy sources. Fuel cells have in recent years emerged as one of the more promising solutions. It is an electrochemical device in which the energy of the chemical reaction is converted directly into electricity. For instance, in the polymer electrolyte membrane fuel cell (PEMFC), when hydrogen fuel is combined with oxygen from air, electricity is formed without combustion of any form. Water and heat are the only byproducts when hydrogen is used as the fuel source.

Fuel cells are in fact a nineteenth-century invention. Its principle was discovered by the German scientist Christian Friedrich Schonbein in 1838. Based on his work, the first fuel cell was developed by the Welsh scientist Sir William Grove in 1843. This cell used similar materials to the modern phosphoric acid fuel cell. Since then, there has been no major developmental work on the fuel cell due to its high manufacturing and material costs. However, due to the recent rising costs of fossil fuels and the increasing concern with the environmental impact of pollutants and greenhouse gases, fuel cells have emerged as a more promising and viable solution. There are several different types of classification for fuel cells, each based on different criteria: type of fuel used, operating temperature, type of electrolytes etc. Table 1 shows the distinct characteristics for the six types of fuel cells commonly available in the market today.

<table>
<thead>
<tr>
<th>Fuel Cell Type</th>
<th>Electrolyte</th>
<th>Mobile Ions</th>
<th>Anode Gas</th>
<th>Cathode Gas</th>
<th>Temperature</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polymer Electrolyte Membrane (PEM)</td>
<td>Solid polymer membrane</td>
<td>H⁺</td>
<td>Hydrogen</td>
<td>Pure or atmospheric oxygen</td>
<td>75°C</td>
<td>35-60%</td>
</tr>
<tr>
<td>Alkaline (AFC)</td>
<td>Potassium hydroxide</td>
<td>OH⁻</td>
<td>Hydrogen</td>
<td>Pure oxygen</td>
<td>Below 80°C</td>
<td>50-70%</td>
</tr>
<tr>
<td>Direct Methanol (DMFC)</td>
<td>Solid polymer membrane</td>
<td>H⁺</td>
<td>Methanol solution in water</td>
<td>Atmospheric oxygen</td>
<td>75°C</td>
<td>35-40%</td>
</tr>
<tr>
<td>Phosphoric Acid (PAFC)</td>
<td>Phosphorous</td>
<td>H⁺</td>
<td>Hydrogen</td>
<td>Atmospheric oxygen</td>
<td>210°C</td>
<td>35-40%</td>
</tr>
<tr>
<td>Molten Carbonate (MCFC)</td>
<td>Alkali-Carbonates</td>
<td>CO₃²⁻</td>
<td>Hydrogen, methane</td>
<td>Atmospheric oxygen</td>
<td>650°C</td>
<td>40-55%</td>
</tr>
<tr>
<td>Solid Oxide (SOFC)</td>
<td>Ceramic Oxide</td>
<td>O²⁻</td>
<td>Hydrogen, methane</td>
<td>Atmospheric oxygen</td>
<td>800-1000°C</td>
<td>45-60%</td>
</tr>
</tbody>
</table>

Generally, fuel cell applications have the unique advantage of being quiet (no moving parts) and clean (reduced air pollution and greenhouse emissions such as NOₓ and SOₓ). They also enable improved efficiency for transportation, allow independent scaling between power (determined by fuel cell size) and capacity (determined by fuel storage size), and have a low temperature start-up (e.g. 60°C for PEMFC). However, certain disadvantage of fuel cells lies in making it commercially available for consumer usage. These include high cost of fuel cell, low volumetric power density compared to I.C. engines and batteries, and the various issues regarding safety, availability, storage and distribution of pure hydrogen fuel.

One of these fuel cells is the Proton Exchange Membrane Fuel Cell (PEMFC), which is a low temperature fuel cell. It is highly versatile as it can be used for portable devices, vehicles, as well as stationary power plants. Figure 1.2 shows a 2D schematic diagram to illustrate various components and operating principles of a single PEMFC.
As shown in Figure 1, a single PEMFC cell consists of the following components:

1. Polymer Electrolyte Membrane
   
   The membrane in PEMFC is where the protons travel through from anode to cathode in order to combine with oxygen (and electrons) and form water. It is made of perfluoro-sulfonic acid proton conducting polymer (e.g. Nafion from Dupont). The performance is characterized by high ionic conductivity (and low electronic conductivity) and the adequate strength needed to prevent the reactants from crossing over. The membrane-electrolyte is hydrophilic. The presence of water content is essential for its conductivity because protons shuttle from anode to cathode by means of the hydronium (H$_3$O$^+$) ion. For all operations, temperature is limited to 100°C because of the loss of water by evaporation from the membrane. Membrane thickness is also important as a thinner membrane minimizes ohmic resistance losses but risks hydrogen cross-over to cathode, producing parasitic currents. Typical membrane thickness is in the range of 5 – 200µm (Kolde et al, 1995). The role for membrane in PEMFC is to provide ionic conduction, reactant separation and water transport.

2. Catalyst Layer
   
   The catalyst layer is a thin agglomerate-type structure where electrochemical reactions occur. The catalyst in PEMFC is usually made of platinum and its alloys. Fine particles of catalyst are dispersed on a high-surface area carbon in the active layer of the electrode in order to minimize platinum loading. Its performance is characterized by surface area of platinum by mass of carbon support and the typical Pt loading used is about 0.4 mg/cm$^2$. Most of the catalyst layer thickness reported in the literature is about 10 µm (Ticianeli et al, 1988). The catalyst layer initiates electrochemical reaction associated with the relevant reactant consumption and product generation, ad also facilitates ionic and electronic conduction.

3. Gas Diffusion Layer (GDL)
   
   The gas diffusion layer (GDL) provides electrical and ionic contact between electrodes and bipolar plate, and distributes reactants to the catalyst layers. Besides, they also allow the water produced to exit the electrode structure and permit passage of water between electrodes and flow channels. The layer is made of porous carbon cloth or carbon paper, impregnated with a proton-conducting membrane to maximize the 3D reaction zone. It contains about 30% Teflon to make it hydrophobic and prevent water from blocking ready access of reactants to the active layer. The thicknesses of various GDL materials vary between 170 to 400 µm (Spiegel, 2008), with porosity of about 0.4 (O’Hayre et al, 2006).

4. Bipolar plates and flow channels
The bipolar plate is used to separate different cells in a fuel cell stack and it is made of graphite containing a resin to reduce porosity. Flow channels (parallel, serpentine, inter-digitated and etc) are machined in graphite plates to feed the reactant gases to the GDL. Optimum flow channel area can be determined, as in some cases a larger channel area is required for minimal gas transport pressure loss. However, a larger land area contact between bipolar plate and GDL is necessary for minimum electrical contact resistance and ohmic losses (Larminie and Dirks, 2003). Practically, in a portable PEMFC, the thickness of bipolar plate is about 3mm, while the footprints that sandwiching MEA is approximately 5cm x 5cm.

From Figure 1, the basic operating principle involves four physical transport phenomena described as follow. Many illustrations can be found in Larminie and Dicks (2003), Barbir (2005), O’Hayre et al (2006), Li (2006) and Spiegel (2007a,b).

A. Reactant transport

Fuel and oxidizer streams enter through the flow channels that are carved into the bipolar plate. Reactants are transported by diffusion and/or convection to the catalyst layer through an electrically conductive GDL. The GDL serves the dual purpose of transporting firstly, reactants and products to and from the electrode, and secondly, electrons to and from the bipolar plates to the reaction site. Efficient delivery of reactants is accomplished by using flow field plates in combination with porous electrode structures. This is an important research area for fuel cell thermo-fluids and component design.

B. Electrochemical reaction

An electrochemical oxidation reaction at the anode produces electrons that flow through the bipolar plate/cell interconnect to the external circuit, while ions pass through the electrolyte to the opposing electrode. The electrons return from the external circuit to participate in the electrochemical reduction reaction at the cathode. Choosing the right catalyst and carefully designing reaction zones is an important task for fuel cell catalysis and electrochemistry research.

C. Ionic and electronic conduction

During operation of the hydrogen fuel cell, hydrogen is ionized (oxidation) into protons and electrons at the anode. The protons are then transported through the electrolyte to the cathode, and the electrons moved to the cathode, through the external circuit (the load). A thin electrolyte layer for ionic conduction without fuel cross over is crucial in the fuel cell membrane science.

D. Product Removal

At the cathode, oxygen (in most cases from air) combines with the protons and electrons (reduction) to produce water. “Flooding” by product water can be major issue in PEMFC and requires research in fuel cell modeling and system integration.

Sufficient water content in polymer membrane is required to sustain membrane protonic conductivity. However, excess water in the fuel cell system can cause flooding and blockage of the pores in GDL. These two competing phenomena pose a great challenge to achieve optimum operating humidity. Figure 2 shows the various water transport phenomena existing within the PEMFC.

For electro-osmotic drag, 1 to 2½ water molecules are dragged for every proton moving from anode to cathode. Water molecules can also diffuse back from cathode to anode, if the water concentration at the cathode is higher. Besides, externally humidifying fuel/oxidant also constitutes to water transport in PEMFC. In general, keeping the PEMFC at right humidity level for optimum membrane humidification is a complex and delicate task. The modeling tool is useful in carrying out the simulation, optimization and prediction for the enhanced fuel cell performance.

The mass transport resistances practically exist in all the components of PEMFC. These include the mass convection and diffusion resistance for neutral gas species (H₂, O₂ and H₂O), liquid water transport resistance arising from electrical potential and pressure gradient and electrical resistance due to ion migration, convection and diffusion for charged species (H⁺ and electrons). Therefore, increasing the mass transport rate for gas, liquid and ions in the various components of PEMFC can yield enhanced cell performance.

Generally, the key components affecting PEM fuel cell performance are:

1. Slow kinetic rate of O₂ reduction reactions in the cathode.
2. Slow oxygen transport rate due to cathode flooding (excess liquid water).
3. Mass transfer limitations due to nitrogen barrier layer effects in the porous layer.
Table 2 summarizes the mass transport implications and limitations in the various components of PEMFC.

<table>
<thead>
<tr>
<th>Component</th>
<th>Mass Transport Implication</th>
<th>Where mass transport limitation exists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air/H₂ channel</td>
<td>To provide homogenous distribution of reactants across an electrode surface while minimizing pressure drop and maximizing water removal capability</td>
<td>Reactant depletion for downstream channel, impurity contamination, e.g. N₂</td>
</tr>
<tr>
<td>Cathode/Anode GDL</td>
<td>Porous electrode support to reinforce catalyst, allow easy gas access to catalyst layer, and enhances electrical conductivity</td>
<td>Liquid water flooding block the pores for gas diffusion into catalyst layer</td>
</tr>
<tr>
<td>Cathode/Anode Catalyst</td>
<td>Electrochemical reaction takes place at the catalyst layer, consume reactant (H₂ and O₂) and generate product (H₂O)</td>
<td>Poor total reaction surface area (catalyst loading) for optimal electrochemical performance</td>
</tr>
<tr>
<td>Membrane</td>
<td>To separate the air and H₂ while allowing liquid water and ionic transport across membrane</td>
<td>Membrane dry-out at high temperature, and loss of its proton conducting capability</td>
</tr>
</tbody>
</table>

The objectives of this paper are:

1. To develop and validate the 3D, non-isothermal, multiphase Computational Fuel Cell Dynamics (CFCD) models with the experimental data for both forced convection and self air breathing fuel cell (ABFC).
2. To explore new design concepts for enhancing the mass transport process in both forced convection PEMFC and ABFC and to further extend the fuel cell performance at high current densities.

2. Literature Review

This section explores the literature on PEMFC modeling. It includes: (1) the review of modeling work; (2) a 1D analytical analysis; and (3) 2D/3D numerical simulations, which is often termed Computational Fuel Cell Dynamics (CFCD). Literature on the mass transport enhancement techniques and self air-breathing design for PEMFC will also be discussed.
2.1 Computational Fuel Cell Dynamics

2.1.1 Review of Prior Publications on PEMFC Models

Ma et al (2005) have reviewed the numerous Computational Fuel Cell Dynamics (CFCD) work and concluded that most of the advanced fuel cell models developed by several research groups and CFD vendors still lack of comprehensive modeling capability. A model must account for the detailed processes involving chemistry, electrochemistry, ion and charge transport, heat generation and development of stresses in a fuel cell. A number of fundamental issues, such as species diffusion in porous electrodes, catalytic electrochemical reactions, water management in a hydrolyte polymer membrane, fuel internal reforming and transient processes modeling have yet to be understood well.

Sousa et al. (2005) mentioned that modeling allows detail studies on the electro-catalysis of the reactions involved, as well as the design of water management schemes to avoid membrane dehydration. They concluded that both water transport through the membranes and oxygen diffusion effects in the gas diffusion electrode can be the limiting factors to fuel cell performance. A two-phase modeling of PEMFC was advocated, as the inclusion of liquid water formation and transport can improve model fidelity.

Cheddie et al (2005) categorized fuel cell models as analytical, semi-empirical or mechanistic. They further sub-divided the mechanistic model based on solution strategy, single domain or multi-domain. Single domain is highly recommended for CFD codes, as no internal boundary conditions and conditions of continuity need to be specified.

Bıyıkoglu (2005) carried out a detailed literature survey on both PEMFC models and experimental tests. For the modeling part, he tabulated the various aspects associated with numerical simulations such as objectives, transport phenomena included in the models, the limitations incurred, solution techniques used, assumptions made, commercial software employed as well as comparison with relevant experimental data from different groups of researchers. He also noted that a comprehensive fuel cell model should be able to describe the key physical processes such as homogenous current density distribution, stable cell operation by controlling water flow within the cell and keeping membrane hydration, avoiding porous electrode flooding and ensuring uniform cell temperature through efficient heat removal capability.

Recently, Siegel (2008) presented a literature review of PEMFC models ranging from 1D single component to 3D multiphase models. These models focus mainly on heat and mass transfer aspects. Siegel (2008) summarized the various modeling strategies, assumptions, computational techniques, numerical algorithms, model accuracy and convergence problems encountered in the modeling. He also presented an overview of the commonly used simulation software for fuel cell modeling e.g. FLUENT, COMSOL Multi-physics, STAR-CD, CFD-ACE+, NADigest FDEM and OpenFoam. He postulated that such PEMFC CFCD tools may not necessarily provide precise values for every computed quantity over the computational domain, but rather would provide trends over a wide range of operating conditions.

2.1.2 Computational Fuel Cell Dynamics (CFCD)

The local transport phenomena of flow, energy, chemical species and ionic transfer in PEM fuel cells are difficult to observe and measure by experiment. Computational modeling is an alternative approach to understand fuel cell performance related to the transport processes and electrochemical relations. Numerous researchers have focused on different aspects of the PEM fuel cell, and it is difficult to categorize the different fuel cell models since they vary in terms of the number of dimensions analyzed, modeling domains and complexity. However, a general trend can be established. In the early 1990s, most models were exclusively one dimensional, isothermal and often focused only on the electrode, catalyst layer and membrane. Towards late 1990s, the models became more elaborate and included multi-dimensionality (2D or 3D) and multiphase flow. Since then, researchers have begun to apply Computational Fuel Cell Dynamics (CFCD) method for fuel cell modeling. Some of the important modeling approaches will be mentioned in the following sections.

Bernardi and Verbrugge (1991, 1992) are considered pioneers in fuel cell modeling. They published a one-dimensional, isothermal model for the gas diffusion electrodes, the catalyst layer and the membrane. These provide valuable information on the physics of the electrochemical reactions and transport phenomena in these regions in general. In 1991, they developed a model addressing water management and species transport in the gas diffusion layer. This one-dimensional (1-D) computational domain consists of a cathode gas channel and a gas diffusion layer attached to the membrane. The analysis of this model focuses on polarization characteristics, water transport, and catalyst utilization. As an extension to the
previous model, in 1992, Bernardi and Verbrugge published a complete model with both anode and cathode sides. In this model, the authors focus on the calculations of the activation overpotential, membrane resistance loss and ohmic loss in the gas diffusion layers due to electron transport. Anode activation is also accounted for in this model. Overall, the drawbacks of this model are its one dimensionality and isothermal assumption.

Springer et al. (1991, 1993) are also pioneers in fuel cell modeling. They presented an isothermal, one-dimensional, steady state model for a PEM fuel cell with a hydrated Nafion-117 membrane. The unique feature of this model is the empirical relation for calculating membrane conductivity based on water content in the membrane. Also, membrane water content at the interface was determined by the activity of water vapor at the electrode/membrane interface. The electro-osmotic drag coefficient, i.e. the ratio of the number of water molecules transported across the membrane per proton, is also calculated based on the membrane water content. These correlations are widely used in FLUENT PEMFC models, and are shown in constitutive Equations 3.42 to 3.48.

Fuller and Newman (1993) were the first to publish a quasi two-dimensional model of the MEA, which is based on the concentration solution theory for the membranes and accounts for thermal effects. However, details of that model were not given. This makes it difficult to compare it with other experimental results. Quasi two-dimensionality is obtained by solving a one-dimensional through-the-membrane problem and integrating the solutions at various points in the down-the-channel direction.

Nguyen and White (1993) presented a steady, two-dimensional heat and mass transfer model. The computational domain consisted of all essential components such as gas flow channels, gas diffusion layers, catalyst layers, and membrane. This model takes into consideration water transport across the membrane by electro-osmosis and diffusion, - the net water flux across the membrane is calculated based on the difference between the electro-osmotic drag and back diffusion from the cathode to the anode. It also accounts for varying activation overpotential as a function of local current density and oxygen partial pressure.

Yi and Nguyen (1998) further extended the Nguyen and White (1993) model to develop an along-the-channel model. This model includes the convective water transport across the membrane caused by pressure gradient, temperature distribution in the solid phase along the flow channel and heat removal through natural convection, co-flow; and counter-flow heat exchangers. Effectiveness of various humidification design, higher cathode gas pressure and heat removal schemes can be evaluated using this model.

Gurau et al. (1998) also applied computational fluid dynamics to PEMFC. They began with a two-dimensional model consisting of both the anode and cathode sides. This model fully accounted for mass transport of reactant species which were simplified in earlier models. The application of CFD to fuel cell modeling has resulted in several advanced models that are three-dimensional (Berning, Lu and Djilali, 2002) and two phase (Z.H. Wang, C.Y. Wang and Chen, 2001).

Wöhr et al. (1998) developed a one-dimensional model that is capable of simulating the performance of a fuel cell stack. It allows for the simulation of the transient effects due to changes of electrical load or gas flow rate and humidification. The modeling domain consists of the diffusion layers, the catalyst layers and the membrane. The “dusty gas model” was applied to the diffusion layer, and the transport of liquid water occurs by surface diffusion or capillary transport. From their model results, various ways to reduce membrane dehumidification at high current densities have been suggested.

He, Yi and Nguyen (2000) published the detailed two-phase model of a PEM Fuel Cell. It is two-dimensional in nature and employs the inter-digitated flow field design proposed by Yi and Nguyen (1999).

Berning, Lu and Djilali (2002) developed a mathematical model for both single phase and multiphase flows in a straight channel. In particular, the single-phase model accounts for many important transport phenomena in a complete assembly of gas channels, porous gas diffusion electrodes, and thin catalyst layers. Heat transfer is also considered in this model. The electrode kinetic is modeled by a simplified version of the Butler-Volmer equation. This equation only accounts for the dependence of current density on oxygen concentrations and is thus one of the major limitations of this approach.

Another research group to apply the methods of CFD for fuel cell modeling is one from Pennsylvania State University. Um et al. (2000) developed a two-dimensional model of a whole fuel cell, similar to the one by Gurau et al. (1998). The
difference is that transient effects were included as well to allow modeling of fuel cell responses to a dynamic load change. This model is used to investigate the effect of hydrogen dilution on fuel cell performance. Since the model is isothermal, the interaction between the liquid water and the water-vapor is not accounted for. To further extend this work for multiphase model inclusion, Wang et al (2001) investigated the phase change at the cathode side of a PEM fuel cell with a two-dimensional model. A multiphase mixture model is applied here which solves for the saturation of liquid water, i.e. the degree of flooding.

Baschuk and Li (2005) presented a two-dimensional, isothermal and steady state mathematical model that can be used as a general formulation for simulation and analysis of PEMFC. They used their in-house finite volume computer code to solve for the governing equations that accounted for gas transport in flow channel, GDL and catalyst layer, water and proton transport in catalyst layer and membrane, as well as electrical current transport in the bipolar plate. The generalized Stefan-Maxwell equation is used to model the water and proton transport. Martinez et al (2008) compared the predictions of PEMFC model using the Stefan-Maxwell equations with the Approximated Multi-Component (AMC) model. They found that the maximum error between the two models is less than 5%. He further concluded that as compared to the Stefan-Maxwell equations which require more computation time and storage capacity, the simplified AMC model is sufficiently accurate for PEMFC prediction.

Djilali (2007) presented a new rational model for coupled proton and water transport in the polymer membrane and removed the limitations associated with empirical model used to date, e.g. membrane water content model proposed by Springer et al (1991). This approach combines pore network modeling and direct numerical simulations of two-phase flow in porous GDL. Le and Zhou (2008) developed a general model for PEMFC by implementing the necessary user defined functions (UDFs) into the commercial CFD software package, FLUENT® 6.2. This model is a three-dimensional, unsteady, multi-phase, multi-component one with Volume of Fluid (VOF) interface tracking technique.

### 2.2 Mass Transport Enhancement

In the past, several techniques for mass transport enhancement in PEMFC have been proposed and evaluated e.g. interdigitated, serpentine and parallel channels. The interdigitated flow field was first described by Ledjef et al. (1993) and subsequently advocated by Nguyen (1996) and Yan et al (2006). The channel in an interdigitated flow field differs from the conventional parallel and serpentine channel as it is discontinuous between the inlet and outlet manifolds. In this way, the gas and oxidant are forced to flow through the electrodes porous layers from the inlet channels to the outlet channels and creates an additional forced convection mechanism with a much reduced gas diffusion boundary layer over the catalyst sites.

Wang et al (2005) proposed depositing small permanent magnetic particles into cathode catalyst layer. The magnetic particles can induce a Kelvin (magnetic) repulsive force against liquid water and an attractive force towards oxygen gas. They have numerically shown that the magnetic particle could promote liquid water removal from catalyst layer, as well as allow more oxygen diffusion to improve the PEMFC performance. No experimental data are available to test this novel idea.

Liu et al (2005) investigated the application of baffle-blocked flow channel. Their two dimensional numerical simulation shows that mass transport enhancement becomes significant at high current density. The beneficial effect becomes increasingly significant with increasing baffle width and number of baffles in tandem array.

Wang et al (2008) also worked on this baffle wall flow field effect, but extended the numerical simulation work to three dimensional for the newly proposed serpentine-baffle flow field - an added geometry complexity comparing to the previous straight channel baffle flow field by Liu et al (2005). Their results indicated that baffled design induces larger pressure differences between adjacent flow channels over the MEA surface than the conventional design. This enhances under-rib convection through the porous electrode, and therefore increases mass transport rates of the gas reactants and liquid products. Since it is a miniature PEMFC, the compressor power needed to overcome pressure drop is far smaller than the FC output power. This justifies the superior performance of baffled design compared to the conventional type.

Karvonen et al (2006) performed both experimental and simulation (3D; isothermal) analysis to improve the parallel channel design and achieve uniform flow distribution. This improvement can provide a promising alternative as the parallel
channel is typified by small pressure losses and hence low power requirement. However, one major drawback of this modeling approach is the exclusion of temperature, chemical species and electrochemical simulation.

Yan et al (2006) carried out experimental studies to investigate the effect of five different flow field designs (three conventional designs of serpentine, parallel and Z-type and two interdigitated designs of parallel with baffle and Z-type with baffle) on fuel cell performance. The optimal operating conditions (including humidification temperature, cell temperature and cathode gas flow rate) for these five different flow fields were derived. It was reported that the shearing stress generated in the corner areas of serpentine and Z-type flow fields can help enhance the liquid water removal efficiency and improve the mass transport of reactant gas. Under the optimal fuel flow rate conditions, parallel flow field with baffle provides the best performance.

Yan et al (2008) extended the research on the serpentine flow field by numerically investigating the effect of modified heights and lengths on the serpentine channel outlet. The predictions show that reductions of outlet channel areas increase reactant velocities and hence improve the reactant utilization and water removal capability. Increment in the length of reduced flow area also yields better FC performance. Optimal performance is obtained when the height and length contraction ratio is 0.4. However, this improvement comes at the expense of higher pressure drop across the channel. This was not taken into consideration in their work.

Ferng and Su (2007) compared the parallel and serpentine flow fields with a stepwise depth flow channel, and postulated that the parallel flow design with stepwise depth is superior to the uniform depth design. However, they showed that the serpentine flow channel is insensitive to step-wise depth design, which is contradictory to the results from Yan et al (2008).

Jeon et al (2008) investigated the effect of the serpentine flow field with a single, double, cyclic-single and symmetric single configurations. They found that the double serpentine design yields better performance at high inlet humidity, while the cyclic and symmetric single serpentine with lower pressure drop would be advantageous for large scale systems and low inlet humidity operation.

Wang et al (2008) employed a three dimensional modeling technique to study the effect of flow channel bends, numbers and width ratio in the serpentine flow field design. Their results show that single serpentine is more superior to double and triple serpentina. FC performance for single serpentine also improves when the numbers of bends increase. Increasing channel width could yield only marginal improvement.

Kuo et al (2008) proposed the wave-like channel and carried out three dimensional simulations to compare its performance characteristics with the conventional straight flow channel. Their numerical results reveal that a wave-like structure can enhance reactant gas transport through porous GDL, improve convective heat transfer, increase gas flow velocity and yield more uniform temperature distribution. Consequently, this design can produce higher output voltage and power density.

2.3 Air Breathing Fuel Cells

In this literature survey of Air Breathing Fuel Cell (ABFC), the review begins with general remarks, followed by separate discussions into three main categories, namely analytical, computational and experimental studies on ABFC.

Dyer (2002) reported that despite the keen competition between batteries and fuel cells for portable applications, the opportunity in terms of market size and growth rate for small fuel cell is commercially compelling. Han et al (2007) designed and built probably the world’s first commercialized self-hydrating air-breathing PEM fuel cell stack. It is done by adding silica into the anode side of a membrane electrode assembly (MEA).

2.3.1 Analytical Studies

Li et al (2003) used the analogous phenomenon of free convection heat and mass transport to analyze the feasibility and restriction of feeding oxygen to planar ABFC. They verified the results through experimental testing. They found that orientation of the cathode surface can affect the performance of the ABFC, as free convection mass transfer coefficient depends on the orientation of the mass transfer surface. This is analogous to free convection heat transfer. The upward orientation can generate maximum 10% more power as compared to the downward orientation.
Litster and Djilali (2006) derived a 1D semi-analytical model of the MEA to elucidate the transport of ions, heat and mass in ABFC. They found that membrane dry out is the primary limitation on current density. Therefore, it was proposed that enhanced performance of ABFC can be achieved by increasing the heat removal rate, thus promoting higher relative humidity levels in the GDL.

O’Hayre et al (2007) developed a 1D, combined heat and mass transfer analytical model to study the coupling of cathode water generation, oxygen consumption, self-heating and natural convection for ABFC operated on dry hydrogen in dead end anode mode. They also included latent heat released during condensation process, whereas the earlier work by Litster and Djilali (2006) missed out this part. However, a similar finding to Litster and Djilali (2006) has been found, confirming the strong coupling effects between self-heating and water balance. Therefore the issue of matching the heat rejection with water rejection requirement is one of the most important considerations in optimizing ABFC performance.

2.3.2 Computational Modeling Studies

Schmitz et al (2004), Wang et al (2005a,b, 2007) and Hwang and Chao (2007) among others have carried out computational study of an air-breathing PEM fuel cell for the planar, open-tube and printed-circuit-based (PCB) cathode design, respectively. All of them used commercially available CFD software and incorporated their own subroutines to account for the electrochemical simulation module. Schmitz et al (2004) used FEMLAB 2.3 (now known as COMSOL), Wang et al (2005a,b, 2007) utilized STAR-CD 3.15 while Hwang and Chao (2007) made use of COMSOL.

Schmitz et al (2004) claimed to be the first to carry out computational modeling for ABFC. However, the model is not comprehensive as they only performed the simulation based on 2D, isothermal, single phase water vapor and simplified electrochemical reaction using the Tafel equation. They discovered an increase in water vapor concentration under the ribs, and hence proposed minimizing the width of the rib so as to avoid liquid water condensation. Consequently, the cathode opening ratio should be made as large as possible, in order to improve the oxygen supply. However, this large cathode open ratio compromises the structural integrity which impacts ABFC performance. This was not taken into consideration in their finding.

Wang et al (2005a,b, 2007) used STAR-CD V3.15 to develop a 3D model of ABFC which accounts for the natural convection on the cathode side, electrochemical reactions at the catalyst layer, as well as water transport across the membrane. The phase change of water was neglected. Model results compared reasonably well with the experimentally measured polarization curves. Their discovery suggested that ambient relative humidity (RH) has significant effect on ABFC performance. However, the calculation of the limiting current density using the formula $I_{lim} = \frac{4FD_{O_2} c_{O_2}^\infty Sh}{L}$ was applied incorrectly. According to O’Hayre et al, 2006, $L$ and $D_{O_2}$ are GDL thickness and effective mass diffusivity in GDL, respectively, not the characteristic length and mass diffusivity of the gas channel. This error could greatly affect their conclusions.

Using the same methodology, Wang et al (2005b) carried out CFCD to investigate the effects of three different channel widths of the ABFC, and found that the best performance was obtained with a cathode channel width of 3mm. Subsequently, Wang et al (2007) derived the dimensionless mass transfer coefficient Sherwood number as the function of the sum of thermal Grashof number $Gr_T = \frac{g\beta T \rho^2 (T_{\text{catalyst}} - T_{\text{amb}})^3}{\mu^2}$ and oxygen diffusion Grashof number $Gr_{O_2} = \frac{g\beta O_2 \rho^2 (c_{O_2,\text{catalyst}} - c_{O_2,\text{amb}})^3}{\mu^2}$. This derivation provides some insight into the nature of the oxygen transport limitation coupled with heat and mass transfer.

Huang et al. (2007) used COMSOL 3.3 to study the mass transport phenomena in an ABFC. They discovered that the optimal breathing hole diameter is about $d = 2.1\text{mm}$, considering the trade-off between the enhancement effect of gas diffusion with the increased of Ohmic resistance when the hole size is varied. Further, they found that the gas mixture flows predominantly outward from the porous cathode to the ambient, rather than inwards from the ambient.
2.3.3 Experimental Studies

Fabian et al. (2006) performed an experimental investigation of the effects of varying ambient temperature (10 – 40°C) and relative humidity (20 – 80%) on the operation of a dry hydrogen dead-end mode of a planar ABFC. The average free convection air velocity in horizontal and vertical orientation was 9.1 cm/s and 11.2 cm/s, respectively. The critical membrane transition temperature (from the fully hydrated state to the dry out regime) at which the water removal due to evaporation balances the water generation rate due to reaction is approximately 60°C, irrespective of the ambient temperature and humidity conditions. Mass transport limitation becomes important when the current density exceeds about 400 mA/cm². The continuous polarization scans fail to capture the rapid membrane drying at high current densities as measured by the point-by-point scan. The performance is limited by membrane dry-out at temperatures above 30°C, and by flooding below 20°C. At high current densities, high temperature and low humidity can result in a membrane dry out. On the other hand, low temperature and high humidity can cause excess flooding. Maximum power density of 356 mW/cm² was measured at ambient temperature of 20°C and relative humidity of 40%. They concluded that the ABFC performance is dependent on MEA water content, and it is governed by the transfer of heat and water vapor to the ambient.

2.4 Remarks

The review on PEMFC modeling shows that the goal of utilizing CFD tools to make precise predictions for local distribution of variable is yet to be accomplished. This is because the fundamental physics and chemistry (e.g. research by Prof. Gerhard Ertl on modern surface chemistry for fuel cells, artificial fertilizers and clean exhaust which earned him the Nobel Prize in Chemistry for 2007) involved still needs further R & D. Nonetheless, the CFD techniques have evolved much and have established fidelity in terms of coupling the basic flow, thermal and mass transport equations with the electrochemical processes, ionic/electronic transfer, membrane water uptake and multiphase issues. These factors are needed to understand the 3D physical aspects in PEMFC operation. This allows researchers to employ the CFD tool to determine the overall integrated characteristics (e.g. polarization curves) and help make further improvements to enhance PEMFC performance.

For mass transport enhancement techniques, it is observed that there has been no research carried out on delivering the reactant transversely to the MEA with an impinging jet (IJ) configuration to improve mass transport in PEMFC. Hence, we propose and model this new IJ configuration in PEMFC. Modeling of ABFC remains a challenging task. Thus an attempt is made to extend the mathematical model to an ABFC. It includes a more realistic time-dependent simulation approach, which helps to understand the effects of various factors that can enhance ABFC performance.

3. PEMFC Modeling

3.1 Model Assumptions

Any model is as good as the assumptions that it is built upon. It is imperative to understand the assumptions made explicitly or implicitly to comprehend the model limitations and accurately interpret the results obtained. A complete fuel cell is an extremely complex system as it involves both micro-scale and macro-scale geometric features (membrane and catalyst layer of 10 ~ 100 μm, gas diffusion layer of 100 ~ 500 μm, and gas channel of 0.5mm to 3mm). It also requires a highly non-linear and coupled equations describing the mass, momentum, heat and electrochemical transport. Therefore, it is necessary to make out a number of simplifying but justifiable assumptions to devise a physically realistic yet numerically tractable model. The main model assumptions made in this study are:

1. Fuel cell operates under steady state condition
2. Ideal gas mixture
3. Laminar flow due to small and Reynolds number (<200)
4. Isotropic and homogenous membrane and electrode
5. Volume-averaged conservation equations (porosity ϵ) can model the porous layer adequately
6. In the multiphase flow model (gas and water liquid), “mist flow” assumption in the gas channel is made as water liquid velocity is equivalent to mixture gas velocity
7. No interaction between gases and liquid water in the pores of the Gas Diffusion Layer (GDL)
8. Electro-neutrality prevails; hence proton concentration is constant and equal to the concentration of fixed sulfonic acid groups in the membrane
9. Phase equilibrium exists between water and the electrolyte. This allows for the use of membrane sorption isotherm using the water activity at the membrane boundaries
10. No deformation occurs in all parts of the cell (no swelling/shrinking of the membrane, no deformation of GDL under land area due to compression)

In modeling the fuel cell transport processes, apart from the governing equations of mass, momentum, energy, species, there are four more phenomenological equations customized to account for PEMFC modeling (Bernardi and Verbrugge, 1991). These are listed below:

1. Butler-Volmer equations for electrochemical kinetics (Bard and Faulkner, 1980):
   \[ j = j_0 \exp \left\{ \alpha_a \left( \frac{F \eta_{act}}{RT} \right) - \alpha_c \left( \frac{F \eta_{act}}{RT} \right) \right\} \]
   \[ (3.1) \]
2. Stefan-Maxwell equation for multi-species diffusion (Cussler, 1997):
   \[ \nabla x_i = RT \sum_j \left( x_i N_j - x_j N_i \right) \frac{pD_{ij}}{pD_{x_i}} \]
   \[ (3.2) \]
3. Nernst-Planck equation for proton transport through membrane (Nernst, 1889; Planck 1890):
   \[ N_f = -z_i e^{-\frac{F}{RT} D_f c_f \nabla \phi_{mem}} - D_f \nabla c_f + \left( D_f \nabla c_f \right) \]
   \[ (3.3) \]
4. Schlogl equation for transport of liquid water through membrane (Schloegl, 1955):
   \[ \bar{u}_l = \frac{K_\phi}{\mu_l} z_f e_{j_f} F \nabla \phi_{mem} - \frac{K_\phi}{\mu_l} \nabla p \]
   \[ (3.4) \]

Among the above four phenomenological equations, only the Butler-Volmer equation is associated with the governing equations in PEMFC modeling. The other three mass transport phenomenological equations have been modified or simplified as follows:

1. The Stefan-Maxwell equation is modified where by the effective mass diffusion coefficient in a porous medium is expressed in terms of reference pressure temperature, porosity, liquid water saturation factor and tortuosity (equation 3.21), using the so-called Bruggemann correction of effective medium theory (Um et al, 2000), the recent paper by Martínez et al., 2008 also confirmed that the simplified Approximated Multi-Component (AMC) model is sufficiently accurate for PEMFC modeling, as compared to the Stefan-Maxwell equations which require more computation time and storage capacity.
2. The Nernst-Planck equation is simplified such that proton diffusion flux due to concentration gradient \( (D_i \nabla c_i) \) and convection flux \( (v_i c_i) \) are eliminated. Only the proton migration flux due to membrane potential gradient terms is retained. Thus, the ionic transport across the membrane is governed by Ohm’s Law (Spiegel, 2007)
3. The Schlogl equation is modified by replacing the membrane potential gradient term with water content concentration gradient term in order to form the phenomenological membrane water transport equation (equation 3.40). This equation describes the liquid water balance between electro-osmotic drag (EOD) and back diffusion. Water velocity across the membrane is dropped off in this equation (Spiegel, 2007).

With the aforementioned physical assumptions and mass transport model simplifications, the PEMFC model equations are developed as shown in the following section.
3.2 Governing and Constitutive Equations

The mathematical framework used in the simulation is a comprehensive three dimensional, multi-components, multiphase, non-isothermal, time-dependent transport computation model performed using a computational fuel cell dynamics code (FLUENT 6.3.16) with the add-on Polymer Electrolyte Membrane (PEM) fuel cell module. Essentially, the mathematical model provides a detailed description of the following transport phenomena (Berning et al, 2002):

- Multi-species (O₂, H₂ and H₂O) flow;
- Convective heat and mass transport in the flow channels;
- Diffusion of reactants through porous electrodes;
- Electrochemical reactions;
- Migration of H⁺ protons through the membrane;
- Transport of water through the membrane;
- Transport of electrons through solid matrix;
- Conjugate heat transfer

A numerical solution of time-dependent conservation equations of mass, momentum, energy, species and charge transport is performed for the single computational domain. The domain comprises bipolar plate, gas channel, GDL, catalyst layer and membrane in PEMFC. The governing equations are shown in physical velocity formulation for porous media (Vafai, 2000).

3.2.1 Conservation of Mass:

\[
\frac{\partial (\rho \phi)}{\partial t} + \nabla \cdot (\rho \phi \mathbf{v}) = S_i
\]  

Mass continuity must hold for all the processes inside fuel cell such as fluid flow, diffusion, phase change, and electrochemical reactions. Source term, \( S_i \), is generally nonzero as a result of water phase changes (\( \rho_w \)) and electrochemical reactions. The mixture density is not constant, attributed to the variable gas composition. It is calculated from the ideal gas law for multi-component gases:

\[
\rho = \frac{P}{RT \sum_{i=1}^{n} \frac{y_i}{M_i}}
\]

3.2.2 Conservation of Momentum:

\[
\frac{\partial (\rho \phi \mathbf{v})}{\partial t} + \nabla \cdot (\rho \phi \mathbf{v} \mathbf{v}) = -\rho \mathbf{v} + \nabla \cdot (\rho \phi \mathbf{v} \mathbf{v}) + S_m
\]

\( S_m \) is different for different regions of the fuel cell. For gas channel, \( S_m = 0 \). Darcy’s equation for fluid flow in porous media is used at GDL and catalyst layer:

\[
S_m = -\frac{K \phi}{\varepsilon} \mathbf{v}
\]

in which \( K \) and \( \varepsilon \) is the porous media permeability (m²) and porosity, respectively.

3.2.3 Conservation of Energy:

\[
\left(\rho c_p\right)^{\text{eff}} \frac{\partial T}{\partial t} + \nabla \cdot \left(\rho c_p \mathbf{v} T\right) = \nabla \cdot \left(k^{\text{eff}} \nabla T\right) + S_h
\]

The effective material properties in porous media take into account the bulk properties of both solid matrix and fluid phases for flow. Effective heat capacity \( \left(\rho c_p\right)^{\text{eff}} \) and thermal conductivity \( k^{\text{eff}} \) are adapted from Dagan (1989) and Vafai (2000), respectively.
\[
\left( \rho c_p \right)_{\text{eff}} = (1 - \varepsilon) \rho_c c_{p,s} + \varepsilon \left( \rho c_p \right)_f
\]
(3.10)

\[
k_{\text{eff}} = (1 - \varepsilon) k_s + \varepsilon k_f
\]
(3.11)

In the default FLUENT PEM Add On Module, the volumetric heat source term, \(S_h\), takes into account local heat production due to Ohmic heating, heat formation (reaction) of water, activation over-potential (electric work) and latent heat released by liquid water condensation (for multiphase flow), as shown Equation 3.12:

\[
S_h = \frac{i^2}{\sigma} + h_{\text{reaction}} + P_{\text{aniode cathode rev}} r_w h_{fg}
\]
(3.12)

\(\sigma (1/\Omega.m)\) is the effective electrical conductivity in the respective zone (GDL, catalyst layer or bipolar plate). \(\eta (V)\) is the local surface over-potential (also known as activation loss) and it is the driving force for the reaction kinetics. \(j_{\text{aniode cathode}} (A/m^2)\) is the exchange current density at anode/cathode and the formulation is given in the subsequent Butler-Volmer equation. \(h_{fg} (kJ/kg)\) is the latent heat of vaporization. \(r_w (kg/m^3s)\) is the condensation rate that is modeled as:

\[
r_w = c_r \max \left\{ \left(1 - s \right) \left( \frac{P_{\text{rev}} - P_{\text{sat}}}{RT} M_{n,H_2O} \right), [s \rho_l] \right\}
\]
(3.13)

The condensation rate constant, \(c_r\), is hardwired to 100s\(^{-1}\).

As the mathematical formula for heat formation of water, \(h_{\text{reaction}} (W/m^3)\), is hidden from the user in the FLUENT code, it is removed and replaced by a more appropriate heat generation term that is related to the reversible cell potential. In the UDF customization developed in this work, the \(h_{\text{reaction}}\) term is dropped off by changing the default value for a fraction of the energy released in the chemical reaction for the formation of water as heat energy from 0.2 to 0.0. Instead, it is replaced by the heat generation term related to the reversible cell potential in the cathode catalyst layer. These are described in equations 3.9 and 3.10, respectively (Lampinen and Fomino, 1993):

\[
S_h = \frac{i^2}{\sigma} + T \frac{dE_{\text{rev}}}{dT} j_{\text{aniode cathode}} + [\eta] j_{\text{aniode cathode}} + r_w h_{fg}
\]
(3.14)

\[
E_{\text{rev}} = 1.229 - 0.83 \times 10^{-3} (T - 298) + \frac{RT}{4F} \ln x_{O_2}
\]
(3.15)

Physically, there should be a heat source or a sink in the gas channel due to phase change; that is, condensation of water vapor present in the saturated gas reactant as a heat source or evaporation of liquid water present in the unsaturated gas reactant as a heat sink. However, the current multiphase liquid saturation model used in FLUENT 6.3 has this limitation to model the phase change in the gas channel, as it is using the mist approximation; assuming the liquid velocity is similar to gas mixture velocity in the channel. Therefore, heat source terms do not appear in the energy equation for the gas channel.

In the (GDL), the heat sources are due to Ohmic resistance through solid and latent heat of liquid water condensation (only if the multiphase model is used):

\[
S_h = \frac{i^2}{\sigma_{\text{elec,GDL}}} + r_w h_{fg}
\]
(3.16)

In the catalyst layer, the heat sources include the heat generated due to ionic and electronic resistance, the heat released by electrochemical reaction and electric work and the latent heat of water.

\[
S_h = \left( \frac{i^2}{\sigma_{\text{elec cat}}} + \frac{i^2}{\sigma_{\text{pro cat}}} \right) + T \frac{dE_{\text{rev}}}{dT} j_{\text{aniode cathode}} + [\eta] j_{\text{aniode cathode}} + r_w h_{fg}
\]
(3.17)

In the membrane and bipolar plate, the heat source is mainly due to ohmic resistance, as shown in equation 3.18 and 3.19, respectively:

Membrane: \(S_h = \frac{i^2}{\sigma_{\text{promem}}}\)
3.2.4 Conservation of Non-Charged Species

Mass conservation for individual gas phase species is given by equation 3.20:

\[
\frac{\partial (\rho y_i)}{\partial t} + \nabla \cdot (\rho \mathbf{v} y_i) = \nabla \cdot (\rho D_i \nabla y_i) + S_{i,j}
\]  

(3.20)

\(y_i\) = mass fraction of gas species, \(i = 1,2,\ldots, N\) (e.g. \(i = 1\) for hydrogen, \(i = 2\) for oxygen, \(i = 3\) for water vapor, \(i = 4\) for liquid water and etc...) and \(S_{i,j}\) = source or sink term for the species.

The mass diffusivities of individual gas species is given in equation 3.21 (Um et al 2000):

\[
D_i = (1-s)^{2.5} D_i^\alpha \left( \frac{p^o}{p} \right)^{1.5} \left( \frac{T}{T^o} \right)^{1.5}
\]  

(3.21)

and Bruggemann model \((D_i^{\text{eff}} = D_i \tau, \tau = \text{tortuosity})\) is incorporated to calculate the effective diffusion coefficient in porous medium. \(D_i^\alpha\) is the mass diffusivity at reference pressure and temperature \((p^o, T^o)\).

\(S_{i,j}\) is equal to zero everywhere except in the catalyst layer. For the H\(_2\) and O\(_2\) source term in the catalyst layer, the following forms can be obtained:

\[
S_{s,H_2,\text{anode}} = -j_{\text{anode}} \frac{M_{H_2}}{2F}
\]  

(3.22)

\[
S_{s,O_2,\text{cathode}} = -j_{\text{cathode}} \frac{M_{O_2}}{4F}
\]  

(3.23)

Water vapor generation at the cathode catalyst layer is given by \(S_{s,H_2O,\text{cathode}} = +j_{\text{cathode}} \frac{M_{H_2O}}{2F}\). Molar flux of water due to electro-osmotic drag from anode to cathode is \(S_{s,H_2O} = + M_{H_2O} \alpha \). \(\alpha\) is the electro-osmotic drag coefficient and will be elaborated in the phenomenological water transport equation across the membrane later. For multiphase flow, \(-r_w\) is added to water vapor equation. Therefore, water vapor source term in cathode catalyst layer is given in equation 3.24 (Bernardi and Verbrugge, 1991):

\[
S_{s,H_2O,\text{cathode}} = + M_{H_2O} \alpha + j_{\text{cathode}} \frac{M_{H_2O}}{2F} - r_w
\]  

(3.24)

Water vapor source term in anode catalyst layer is given by equation 3.25 (Bernardi and Verbrugge, 1991):

\[
S_{s,H_2O,\text{anode}} = - M_{H_2O} \alpha - r_w
\]  

(3.25)

3.2.5 Conservation of Charge Species

\[
\nabla \cdot (\sigma_{\text{elec}} \nabla \phi_{\text{sol}}) = S_{\phi,\text{sol}} \quad \text{for electrical current}
\]  

(3.26)

\[
\nabla \cdot (\sigma_{\text{pro}} \nabla \phi_{\text{mem}}) = S_{\phi,\text{mem}} \quad \text{for ionic current}
\]  

(3.27)

\(\phi_{\text{sol}}(V)\) and \(\phi_{\text{mem}}(V)\) is the solid phase and membrane phase potential, respectively. \(\sigma_{\text{elec}}\) and \(\sigma_{\text{mem}}\) \((1/\Omega\cdot\text{m})\) is the solid phase electrical conductivity and membrane protonic conductivity, respectively. \(S_{\phi}\) \((\text{A/m}^3)\) is the source term representing volumetric transfer current.

At anode catalyst layer: \(S_{\phi,\text{mem}} = -j_{\text{anode}}\)

At cathode catalyst layer: \(S_{\phi,\text{sol}} = -j_{\text{cathode}}\)

(3.28)

(3.29)

The conservation of charge law requires the total current generated in the anode catalyst layer to equal the total current consumed in the cathode catalyst layer (and this must also be equal to the total current passing through the membrane):
The volumetric transfer current can be reflected in the Butler-Volmer equation, which describes how current and voltage are related in electrochemical systems (O’Hayre et al., 2006).

At the anode catalyst layer:

$$j_{anode} = j_{a,anode}^{ref} \left( \frac{c_{H_2}}{c_{H_2}^{ref}} \right)^{\gamma_a} \left[ \exp \left( \frac{\alpha_a F}{RT} \eta_{act,a} \right) - \exp \left( -\frac{\alpha_a F}{RT} \eta_{act,a} \right) \right]$$

Anode activation over-potential $\eta_{act,a} = \phi_{sol} - \phi_{mem}$ (3.32)

At the cathode catalyst layer:

$$j_{cathode} = j_{c,cathode}^{ref} \left( \frac{c_{O_2}}{c_{O_2}^{ref}} \right)^{\gamma_c} \left[ - \exp \left( \frac{\alpha_c F}{RT} \eta_{act,c} \right) + \exp \left( -\frac{\alpha_c F}{RT} \eta_{act,c} \right) \right]$$

Cathode activation over-potential $\eta_{act,c} = \phi_{sol} - \phi_{mem} - V_{OC}$ (3.34)

The electrochemical reactions are treated as heterogeneous reactions which take place on the catalyst surface in the porous media. Therefore, the species concentrations in the above Butler-Volmer equations are the surface value. The reaction-diffusion balance equation relates the transfer current density to the gas species concentration by

$$\frac{\rho D_i^{eff}}{\delta} \left( y_i,_{surf} - y_i,_{centroid} \right) \eta = M_{wi} nF j_{anode,cathode}$$

$\eta$ (1/m) is the specific reacting surface area of the catalyst layer, or surface to volume ratio; and $\delta$ is the average distance between reaction surface and cell center.

The average current density is the total current generated in a fuel cell divided by the MEA area:

$$i_{avg} = \frac{1}{A_{MEA}} \int j_{anod} dV = \frac{1}{A} \int j_{cathod} dV$$

(3.36)

3.2.6 Conservation of Liquid Water Saturation

Water saturation in the gas channel:

$$\frac{\partial (\rho_i s)}{\partial t} + \nabla \cdot (\rho_i v_i s) = r_w$$

(3.37)

Water saturation in the porous GDL and catalyst (Wang and Cheng, 1997):

$$\frac{\partial (\rho_i s)}{\partial t} + \nabla \cdot \left( \rho_i K_s \frac{d p_c}{d s} \nabla s \right) = r_w$$

(3.38)

The source term in the liquid water saturation model, $r_w$, has been elaborated in equation 3.13. In the gas channel, fine mist approximation is assumed for the liquid water formation, hence $v_i = v$.

In the porous zone, convection term is replaced with capillary diffusion term. Capillary pressure is computed as the Leverett function of $s$ (Leverett, 1941 and Udell, 1985):

$$p_c = \begin{cases} \frac{\sigma \cos \theta_c}{K} (1.417(1-s) - 2.12(1-s)^2 + 1.263(1-s)^3) & \theta_c < 90^0 \\ \frac{\sigma \cos \theta_c}{K} (1.417s - 2.12s^2 + 1.263s^3) & \theta_c > 90^0 \end{cases}$$

(3.39)

3.2.7 Phenomenological Membrane Water Transport Equation
Water content physically refers to the number of water molecules adsorbed per sulphonic acid site. Water transport model through the membrane is described by the balance of water movement due to electro-osmotic drag and back diffusion. It is governed by equation 3.40 (Bernardi and Verbrugge, 1991):

$$\nabla \cdot \left( \frac{n_d}{F} \vec{i} - \frac{\rho_{mem}}{M_{mem}} D_i \nabla \lambda \right) = 0 \quad (3.40)$$

$i$ (A/cm$^2$) is the vector from of current flux. Both the electro-osmotic drag coefficient ($n_d$) and membrane water content diffusivity ($D_i$) are the functions of water content ($\lambda$) and temperature ($T$). The membrane density $\rho_{mem} = 1980$ kg/m$^3$ and equivalent weight $M_w = 1100$ kg/kmol are used in the numerical simulation. The relevant derivation for electro-osmotic drag, membrane water content, water content diffusivity, water activity and protonic conductivity are given as follows:

Molar flux of water (mol/m$^2$s) due to electro-osmotic drag (Bernardi and Verbrugge, 1991):

$$\alpha = \frac{n_d i}{F} \quad (3.41)$$

Electro-osmotic drag coefficient (Springer et al, 1991):

$$n_d = 2.5 \frac{\lambda}{22} \quad (3.42)$$

Molar flux of water (mol/m$^2$s) due to back diffusion (Bernardi and Verbrugge, 1991):

$$j_w^{\text{diff}} = -\frac{\rho_{mem}}{M_{mem}} D_i \nabla \lambda \quad (3.43)$$

Membrane water content (Springer et al, 1991):

$$\lambda = \begin{cases} 0.043 + 17.18a - 39.85a^2 + 36.0a^3 & \text{for} \ 0 < a \leq 1 \\ 14 + 1.4(a - 1) & \text{for} \ 1 < a \leq 3 \end{cases} \quad (3.44)$$

Membrane water activity (Springer et al, 1991):

$$a = \frac{x_{H_2O} P}{p_{sat}} + 2s \quad (3.45)$$

Saturation pressure (Springer et al, 1991):

$$\log_{10} p_{sat} = -2.1794 + 0.02953(T - 273.15) - 9.1837 * 10^{-5}(T - 273.15)^2 + 1.4454 * 10^{-7}(T - 273.15)^3 \quad (3.46)$$

Membrane proton conductivity (Springer et al, 1991):

$$\sigma_{mem} = \beta c (0.514\lambda - 0.326)^{1.0} e^{\frac{126.8}{303 \frac{1}{T}}} \quad (3.47)$$

Membrane water content diffusivity (Springer et al, 1991):

$$D_i = f(\lambda) e^{\frac{241a(1 + 1.167(\lambda - 3))}{303 T}} \quad (3.48)$$

Both the membrane proton conductivity and membrane water diffusivity are the default membrane properties settings for NAFION®. In order to account for the GORE-SELECT membrane, adaptation for the above two parameters is necessary. Ju et al (2005) proposed a modification based on multiplying the constitutive relations with membrane coefficient ($\beta_{mem}$).

Adapted membrane proton conductivity $\sigma_{mem}^{\text{adapted}} = \beta_{mem} \sigma_{mem} \quad (3.49)$

Adapted membrane water content diffusivity $D_i^{\text{adapted}} = \beta_{mem} D_i \quad (3.50)$

---

### 3.3 Boundary Conditions
The typical boundary conditions used for this PEMFC model are summarized as below:

1. **Electrical potential** ($\phi_{\text{sol}}$) and **membrane potential** ($\phi_{\text{mem}}$) boundary conditions
   a. Cathode current collector terminal – Galvanostatic (constant electric potential flux, $\frac{\partial \phi_{\text{sol}}}{\partial n} = \text{constant}$)
      boundary conditions are applied to maintain the same stoichiometric ratio at each polarization point. The sign should be negative as the current is drawn out of the computational domain at the cathode side
   b. Anode current collector terminal - Constant electric potential, $\phi_{\text{sol}} = 0$
   c. Zero flux boundary condition for the membrane phase potential, $\frac{\partial \phi_{\text{mem}}}{\partial n} = 0$ on all outside boundaries
   d. Zero flux boundary condition for the solid phase potential, $\frac{\partial \phi_{\text{sol}}}{\partial n} = 0$ on all outside boundaries, except cathode and anode current collector terminal

2. **Velocity/Mass flow rate** boundary conditions
   a. Mass flow rate at both anode and cathode are determined by stoichiometric ratio ($\lambda$) and current density ($i_{\text{cell}}$) applied at cathode terminal for each polarization point.
      \[ m_{\text{anode, inlet}} = \lambda_a \frac{i_{\text{ave, MEA}} M_{H_2}}{2F} \frac{1}{y_{H_2}} \]
      \[ m_{\text{cathode, inlet}} = \lambda_c \frac{i_{\text{ave, MEA}} M_{O_2}}{4F} \frac{1}{y_{O_2}} \]

3. **Species** boundary conditions
   a. Relative Humidity is the partial pressure of water vapor to the saturation pressure, $RH = \frac{P_{H_2O}}{P_{\text{sat}}(T)}$. Mass fraction of water vapor ($y_{H_2O}$) at both anode and cathode is determined by RH, temperature, and pressure at the inlet. A computer algorithm has been developed to determine the water vapor mass fraction through the iterative process.
   b. As an illustration, at anode inlet, for 60°C and 100% RH, typical mass fraction for H$_2$O and H$_2$ is 0.69 and 0.31, respectively. At cathode inlet, mass fraction of O$_2$ is 0.23. For 60°C and 100% RH, typical mass fraction for H$_2$O is 0.13

4. **Temperature** boundary conditions
   a. At anode/cathode inlet and current collector terminal, constant temperature (e.g. 60°C) is applied
   b. Zero heat flux boundary condition on all outside boundaries

### 3.4 Remarks

The complexity involved in mathematical modeling of PEMFC performance is evident from the number and nature of the equations presented here. The main output parameters which are useful in explaining the transport phenomena at the micro-level are: (i) velocity ($v$), (ii) species concentration ($c_{H_2}$, $c_{H_2O}$, $c_{O_2}$), (iii) temperature ($T$), (iv) water content ($\lambda$), (v) liquid saturation factor ($s$) and (vi) local current density ($i_{\text{cell}}$). At the global scale, the plot of intent is the integrated current density ($i_{\text{ave}}$) versus electric potential ($\phi_{\text{sol}}$) curve which is most commonly used to characterize fuel cell performance.

### 4. Results and Discussion

#### 4.1 Model Validation
Figure 3 shows the schematic diagram of the computational domain used in the 2D simulation work for the necessary validation study. Table 3 shows the various geometrical parameters used in the validation model.

![Figure 3: Schematic diagram of the 2D geometrical model](image)

Table 3: Geometrical Parameters Used in the Validation Model

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>2D</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>anode distributor</td>
<td>straight channel</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>anode gas channel length</td>
<td>90mm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>anode gas channel height</td>
<td>0.5mm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>anode current collector thickness</td>
<td>0.5mm</td>
<td>Assumed</td>
</tr>
<tr>
<td>anode GDL thickness</td>
<td>0.28mm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>anode catalyst thickness</td>
<td>10µm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>cathode distributor</td>
<td>straight channel</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>cathode gas channel length</td>
<td>90mm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>cathode gas channel height</td>
<td>0.5mm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>cathode current collector thickness</td>
<td>0.5mm</td>
<td>Assumed</td>
</tr>
<tr>
<td>cathode GDL thickness</td>
<td>0.28mm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>cathode catalyst thickness</td>
<td>10µm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>cathode numerical current collector thickness</td>
<td>0.1mm</td>
<td>Assumed</td>
</tr>
<tr>
<td>membrane thickness</td>
<td>50µm</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>MEA area</td>
<td>90mm x 1m</td>
<td>Noponen et al. (2004)</td>
</tr>
</tbody>
</table>
4.1.1 Model Parameters

Tables 4 to 6 summarize the electrochemical parameters, gas diffusivities and multiphase model parameters used in the validation case.

Table 7 and 8 tabulates the anode and cathode component properties, whereas Table 9 shows the membrane properties used in the simulation.

Table 4: Electrochemistry Parameters

<table>
<thead>
<tr>
<th>Electrochemistry parameters</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>anode reference current density, $j_{o, anode}^{ref}$, A/m³</td>
<td>1.00e+09</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>anode reference concentration, $c_{H_2}^{ref}$, kmol/m³</td>
<td>0.04088</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>anode concentration exponent, $\gamma_a$</td>
<td>0.5</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>anode exchange coefficient, $\alpha_a$</td>
<td>1</td>
<td>adapted</td>
</tr>
<tr>
<td>cathode reference current density, $j_{o, cathode}^{ref}$, A/m³</td>
<td>4.00e+06</td>
<td>adapted</td>
</tr>
<tr>
<td>cathode reference concentration, $c_{O_2}^{ref}$, kmol/m³</td>
<td>0.04088</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>cathode concentration exponent, $\gamma_c$</td>
<td>1</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>cathode exchange coefficient, $\alpha_c$</td>
<td>1.7</td>
<td>adapted</td>
</tr>
</tbody>
</table>

Table 5: Gas Diffusivity Parameters

<table>
<thead>
<tr>
<th>Reference Diffusivity parameters</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$, m²/s</td>
<td>1.10e-04</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>$O_2$, m²/s</td>
<td>3.23e-05</td>
<td>Ju et al (2005)</td>
</tr>
<tr>
<td>$H_2O$, m²/s</td>
<td>7.35e-05</td>
<td>Ju et al (2005)</td>
</tr>
</tbody>
</table>

Table 6: Multiphase Parameters

<table>
<thead>
<tr>
<th>Multiphase parameters</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturation exponent for pore blockages</td>
<td>2.5</td>
<td>Um et al (2000)</td>
</tr>
</tbody>
</table>
Table 7: Anode Component Properties

<table>
<thead>
<tr>
<th>Component</th>
<th>Property Description</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anode current collector</strong></td>
<td>Electrical conductivity, $\sigma_{\text{col}}$ (1/Ohm-m)</td>
<td>2.00e+04</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity, $k_{\text{col}}$ (W/mK)</td>
<td>20</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td><strong>Anode Gas Diffusion Layer</strong></td>
<td>Porosity, $\varepsilon_{\text{GDL}}$</td>
<td>0.4</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td></td>
<td>Permeability, $\kappa_{\text{GDL}}$ (m$^2$) [1/viscous resistance]</td>
<td>7.30e-13</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Electrical conductivity, $\sigma_{\text{GDL}}$ (1/Ohm-m)</td>
<td>5.00e+02</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity, $k_{\text{GDL}}$ (W/mK)</td>
<td>0.333 (Effective = 0.2)</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Contact angle, $\theta_c$</td>
<td>0</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td><strong>Anode gas channel</strong></td>
<td>Water content, $\lambda$</td>
<td>0</td>
<td>Physical assumption</td>
</tr>
<tr>
<td></td>
<td>Net-flow electrical conductivity, $\sigma_{\text{net}}$ (1/Ohm-m)</td>
<td>1.00e+05</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Net-flow thermal conductivity, $k_{\text{net}}$ (W/mK)</td>
<td>71 (Effective = 5)</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Net type Porosity, $\varepsilon_{\text{net}}$</td>
<td>0.93</td>
<td>Jeng et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>Net type Permeability, $\kappa_{\text{net}}$ (m$^2$) [1/viscous resistance]</td>
<td>1.00e-10</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td><strong>Anode Catalyst Layer</strong></td>
<td>Porosity, $\varepsilon_{\text{CAT}}$</td>
<td>0.4</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td></td>
<td>Permeability, $\kappa_{\text{CAT}}$ (m$^2$) [1/viscous resistance]</td>
<td>7.30e-13</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Electrical conductivity, $\sigma_{\text{CAT}}$ (1/Ohm-m)</td>
<td>5.00e+02</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity, $k_{\text{CAT}}$ (W/mK)</td>
<td>0.333 (Effective = 0.2)</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Surface to volume ratio, $\eta_s$ (1/m)</td>
<td>1.00e+05</td>
<td>Calculated</td>
</tr>
<tr>
<td></td>
<td>Contact angle, $\theta_c$</td>
<td>0</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td>Component</td>
<td>Property</td>
<td>Value</td>
<td>Ref.</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>----------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Cathode current collector</td>
<td>Electrical conductivity, $\sigma_{\text{sol}}$ (1/Ohm-m)</td>
<td>2.00e+04</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity, $k_{\text{sol}}$ (W/mK)</td>
<td>20</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td>Cathode Gas Diffusion Layer</td>
<td>Porosity, $\varepsilon_{\text{GDL}}$</td>
<td>0.4</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td></td>
<td>Permeability, $\kappa_{\text{GDL}}$ (m$^2$) [1/viscous resistance]</td>
<td>7.30e-13</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Electrical conductivity, $\sigma_{\text{GDL}}$ (1/Ohm-m)</td>
<td>5.00E+02</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity, $k_{\text{GDL}}$ (W/mK)</td>
<td>0.333 (Effective = 0.2)</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Contact angle</td>
<td>0</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td>Cathode gas channel</td>
<td>Water content, $\lambda$</td>
<td>0</td>
<td>Physical assumption</td>
</tr>
<tr>
<td></td>
<td>Net-flow electrical conductivity, $\sigma_{\text{net}}$ (1/Ohm-m)</td>
<td>1.00e+05</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Net-flow thermal conductivity, $k_{\text{net}}$ (W/mK)</td>
<td>71</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Net type Porosity, $\varepsilon_{\text{net}}$</td>
<td>0.99</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td></td>
<td>Net type Permeability, $\kappa_{\text{net}}$ (m$^2$) [1/viscous resistance]</td>
<td>1.00e-10</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td>Cathode Catalyst Layer</td>
<td>Porosity, $\varepsilon_{\text{CAT}}$</td>
<td>0.4</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td></td>
<td>Permeability, $\kappa_{\text{CAT}}$ (m$^2$) [1/viscous resistance]</td>
<td>7.30e-13</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Electrical conductivity, $\sigma_{\text{CAT}}$ (1/Ohm-m)</td>
<td>5.00e+02</td>
<td>Noponen et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity, $k_{\text{CAT}}$ (W/mK)</td>
<td>0.333 (Effective = 0.2)</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Surface to volume ratio, $\eta$, (1/m)</td>
<td>1.00e+05</td>
<td>Calculated</td>
</tr>
<tr>
<td></td>
<td>Contact angle</td>
<td>0</td>
<td>Birgersson et al (2006)</td>
</tr>
</tbody>
</table>
Table 9: Membrane Properties

<table>
<thead>
<tr>
<th>Material</th>
<th>GORE membrane</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protonic conduction coefficient, ( \beta )</td>
<td>1</td>
<td>Springer et al (1991)</td>
</tr>
<tr>
<td>Protonic conduction exponent, ( \omega )</td>
<td>1</td>
<td>Springer et al (1991)</td>
</tr>
<tr>
<td>Membrane porosity, ( \varepsilon_{\text{mem}} )</td>
<td>0.28</td>
<td>Birgersson et al (2006)</td>
</tr>
<tr>
<td>Electrical conductivity, ( \sigma_{\text{mem}} ) (1/Ohm-m)</td>
<td>( f(\beta, \varepsilon, \lambda, \omega, T) )</td>
<td>Springer et al (1991)</td>
</tr>
<tr>
<td>Thermal conductivity, ( k_{\text{mem}} ) (W/mK)</td>
<td>0.95</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td>Membrane coefficient (adapted for GORE membrane)</td>
<td>0.65</td>
<td>adapted</td>
</tr>
</tbody>
</table>

4.1.2 Boundary Conditions

Table 10 shows the boundary conditions for the anode and cathode used in the validation exercise. These values correspond to the actual operating condition.

Table 10: Operating Conditions in the Validation Case

<table>
<thead>
<tr>
<th>Anode inlet</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode mass flow rate (H(_2)), (kg/s)</td>
<td>( \lambda_a = 3.35 )</td>
</tr>
<tr>
<td>Mass fraction of H(<em>2), ( y</em>{H_2} )</td>
<td>1 - ( y_{H_2O} )</td>
</tr>
<tr>
<td>Mass fraction of H(_2)(<em>2), ( y</em>{H_2O} )</td>
<td>100% RH at 60(^\circ)C</td>
</tr>
<tr>
<td>Temperature, (^\circ)C</td>
<td>60</td>
</tr>
<tr>
<td>Operating Pressure, Atm</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cathode inlet</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode mass flow rate (O(_2) + H(_2)(_2) + N(_2)), (kg/s)</td>
<td>( \lambda_c = 2.3 )</td>
</tr>
<tr>
<td>Mass fraction of O(<em>2), ( y</em>{O_2} )</td>
<td>0.23</td>
</tr>
<tr>
<td>Mass fraction of H(_2)(<em>2), ( y</em>{H_2O} )</td>
<td>100% RH at 60(^\circ)C</td>
</tr>
<tr>
<td>Mass fraction of N(<em>2), ( y</em>{N_2} )</td>
<td>1 - ( y_{H_2O} - y_{O_2} )</td>
</tr>
<tr>
<td>Temperature, (^\circ)C</td>
<td>60</td>
</tr>
<tr>
<td>Operating Pressure, Atm</td>
<td>1</td>
</tr>
</tbody>
</table>

4.1.3 Mesh Independence Study

A mesh independence study was carried out to establish model fidelity. Simulations were carried out using a grid size of 7,920 cells, in which the computer CPU time is about 15 minutes using a single Intel processor 1.6GHz, 1GB RAM. To assess mesh independence, a much denser mesh with a grid size of 273,600 cells was generated and the computation was carried out using 4 parallel AMD Dual Core-Duo Processors, 2.6Ghz, 4GB RAM. As these were much more intensive simulations, they required about 2 hours of CPU time to obtain converged solutions after about 1000 iterations. Table 11 summarizes the grid size distribution for the 7,920 and 273,600 computational cells.
Table 11: Grid size distribution for mesh numbers of 7,920 and 273,600

<table>
<thead>
<tr>
<th>Component</th>
<th>Thickness (mm)</th>
<th>Mesh density = 7,920 cells</th>
<th>Mesh density = 273,600 cells</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of cells along transverse (thickness) direction</td>
<td>Number of cells along stream-wise direction (90mm)</td>
<td>Number of cells along transverse (thickness) direction</td>
</tr>
<tr>
<td>Membrane</td>
<td>0.05</td>
<td>4</td>
<td>120</td>
</tr>
<tr>
<td>Catalyst</td>
<td>0.01</td>
<td>3</td>
<td>120</td>
</tr>
<tr>
<td>GDL</td>
<td>0.28</td>
<td>7</td>
<td>120</td>
</tr>
<tr>
<td>Gas Channel</td>
<td>0.5</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td>Current collector</td>
<td>0.5</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td>Numerical current collector</td>
<td>0.1</td>
<td>2</td>
<td>120</td>
</tr>
</tbody>
</table>

Figure 4 shows enlarged views of the graphical mesh size distribution for the 7,920 and 273,600 computational cells models.

Table 12: Comparison between mesh densities of 7,920 and 273,600 cell calculations

<table>
<thead>
<tr>
<th>Cells</th>
<th>Current density (A/cm²)</th>
<th>Voltage (V)</th>
<th>Temperature rise at the catalyst layer (°C)</th>
<th>Liquid saturation at the catalyst layer</th>
<th>Pressure drop across cathode channel (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7,920</td>
<td>1</td>
<td>0.623</td>
<td>4.47</td>
<td>0.126</td>
<td>20,900</td>
</tr>
<tr>
<td>273,600</td>
<td>1</td>
<td>0.625</td>
<td>4.52</td>
<td>0.095</td>
<td>21,100</td>
</tr>
</tbody>
</table>
Figure 5: Comparison of the predicted local current density along the anode bipolar plate, \( i = 1 \text{A/cm}^2 \), for two different mesh densities

Figure 6: Comparison of the local \( \text{O}_2 \) concentration along the cathode gas channel/GDL, \( i = 1 \text{A/cm}^2 \), for two different mesh densities

Figure 7: Comparison of the local temperature along the center line, \( i = 1 \text{A/cm}^2 \), for two different mesh densities
From Table 12 and Figures 5 to 7, it can be seen that both global and local values from these two different mesh densities match reasonably well; only a slight deviation (0.1%) occurs for the predicted voltage. A larger number of meshes generally have a smoothing effect on the simulation output. However, both meshes eventually produce residual values about 1e-05 and are hence considered converged results. In view of the computing time and also the massive computer resources required for the higher mesh density case, it was not deemed necessary to carry out such intensive simulations with a 273,600 cell grid. The smaller mesh of 7,920 cells is considered sufficiently accurate to capture the multi-physics and transport phenomena involved in this fuel cell simulation.

4.1.4 Validation Results
4.1.4.1 Global Polarization Curves

Figure 8 shows a comparison of the polarization curve obtained using the 2D simulation model with the experimental data from Noponen et al (2004). Good agreement is evident up to a current density of 1.3A/cm².

Figure 8: Comparison of global polarization curve between 2D simulations with experimental data (Noponen et al 2004)

Further simulation with both potentiostatic and galvanostatic boundary conditions were performed (see Figure 9). This is to ascertain that a numerical current collector of sufficiently high electrical conductivity (1e6 S/m) is able to produce accurate results for both cases. If the electrical conductivity of the actual bipolar plate is low (e.g. 7,500 S/m), then a “numerical” bipolar plate with a fictitiously high value of electrical conductivity is required to recover the galvanostatic simulation results from its potentiostatic counterpart. In this simulation, the numerical bipolar plate of 1e06 S/m is found to be sufficiently large to match both galvanostatic and potentiostatic simulation results.

Figure 9: Comparison between potentiostatic and galvonostatic boundary conditions
Experimental results from Noponen et al (2004) are available only up to 1.3 A/cm$^2$, and therefore validation of polarization curve is valid only up to 1.3 A/cm$^2$. However, simulations for higher current density values have been carried out in order to assess the limiting current density (see Figure 10). It shows that the current model is capable of predicting the sharp drop of the limiting current density in the vicinity of 2.2 A/cm$^2$.

![Figure 10: Global polarization curve of the 2D simulations results](image)

**4.1.4.2 Local Current Density Variations and Drop at Entrance Region**

Figure 11 compares the local current density distribution between the 2D simulation model with the experimental data from Noponen et al (2004). Near the entry region of the channel, there is about a 40% difference in the local current density obtained by simulation and the experimental data. Our simulation overestimates the current density relative to the experimental data over the first 1/3 of the channel length. This difference can be attributed to the 3D geometry of the experimental setup which uses manifold to deliver the gas/oxidant transversely to the MEA. This 3D transverse effect is not considered in our current 2D simulation model, as the flow is directly delivered to MEA in the stream-wise direction. However, the general trend of the local maximum current density produced from the experimental data is well captured by the simulation model, as the local maximum of 1.16 A/cm$^2$ obtained from computer simulation is close to the experimental result of 1.24 A/cm$^2$, with 6% uncertainty.

![Figure 11: Comparison of local current density between 2D simulations with experimental data from Noponen et al (2004), $i = 1.1$ A/cm$^2$](image)

From Figures 5 and 11, it is observed that there is a drastic drop in the local current density at the entry of the channel flow. One related phenomena to the above observation is the excess liquid water saturation in the channel entry region.
This is caused by the low value of net porous channel permeability ($1 \times 10^{-10} \text{m}^2$), which generates a higher pressure at the gas channel in the entry region and drives high humidity (100% RH) air towards the catalyst layer. When the net permeability is increased from $1 \times 10^{-10}$ to $1 \times 10^{-05} \text{m}^2$, the high pressure region shifts towards the catalyst layer (Figure 12), hence displacing the liquid water generated in the catalyst layer.

![Diagram showing pressure profile and flow field around cathode GDL](image)

**Figure 12:** Comparison of predicted static pressure profile along gas channel and GDL near the channel entry at two different net porous channel permeability values

The plot of the velocity flow field around the cathode GDL near the channel entry region (c.f. Figure 13) for two different values of the net permeability shows that the flow around GDL moves away from catalyst layer when net channel permeability is increased from $1 \times 10^{-10} \text{m}^2$ to $1 \times 10^{-05} \text{m}^2$. Therefore, when the net permeability is increased, excess liquid water is removed from the cathode catalyst layer.

![Flow field diagrams](image)

**Figure 13:** Flow field around the GDL in the channel entry region for two different net porous channel permeability values

The plot in Figure 14 shows that the liquid saturation factor for $1 \times 10^{-05} \text{m}^2$ vanishes (Fig. 14(b)) compared to 17% at the lower permeability value of $1 \times 10^{-10} \text{m}^2$ (Fig. 14(a)). This implies that lower net permeability is favorable to reduce water...
content but not necessarily advantageous to fuel cell performance as it can reduce the membrane proton conductivity and thus current density (see Figure 4.30).

Figure 14: Liquid water saturation in the channel entry region for two different net porous channel permeability values.

When the net permeability is increased, the velocity along the net flow distributor changes from a flat profile towards a parabolic profile (c.f. Figure 15). This further facilitates water suction from the catalyst layer, and hence enhances the water removal capability near the channel entrance. Therefore, the liquid water saturation factor disappears at this higher net permeability of $1 \times 10^{-5} m^2$ (see Figure 14(b)).

Figure 15: Flow field around net flow distributor at the channel entry region for two different net porous channel permeability values.

Figure 16 shows the computed local current density distribution for two different values of net porous channel permeability. Generally, the lower permeability value ($1 \times 10^{-10} m^2$) can produce a higher current density at the upstream regime (about 2 cm from entrance) as it keeps the membrane hydrated with the associated higher liquid saturation factor (c.f. Figure 14(a)). However, a drastic drop in current density (about 0.5 cm from the entry region) is observed for this lower permeability value, attributed to the adverse effect of liquid water accumulation. Nevertheless, when the net flow distributor permeability value is increased from $1 \times 10^{-10} m^2$ to $1 \times 10^{-5} m^2$, the drastic drop in the local current density at channel entry region disappears.
Figure 16: Comparison of local current density along anode bipolar plate for two different net porous channel permeability values.

The plot of transverse velocity along the centerline of GDL in Figure 17 shows that at higher net permeability (1e-05m²), the flow within the first half of the channel length (4.5cm) is mainly moving away from the catalyst layer. For lower net permeability (1e-10m²), the saturated air from the cathode inlet is directed towards the catalyst layer only near the channel entry (about 0.05cm from the inlet), but afterwards the flow is directed away from the catalyst layer. At the second half of channel length (> 4.5cm), both cases have the flow in the GDL directed towards catalyst layer. This phenomenon reflects the way water vapor and O₂ are carried towards or away from the catalyst layer by convection velocity with different net porous channel permeability values.

Figure 17: Predicted transverse velocity along cathode GDL centerline for two different net porous channel permeability values.

Figure 18 shows the corresponding mapping between current density and transverse velocity for net flow distributor permeability value of 1e-05m². It shows that when the flow within the cathode GDL is directed away from cathode catalyst layer, the local current density improves and vice versa. This is due to the capability of removing the excess liquid water when the flow is directed away from catalyst layer.
4.1.4.3 Comparison of Local Temperature Distributions and Liquid Saturation Factor

Figure 18: Current density along anode bipolar plate and transverse velocity along cathode GDL centerline for net porous channel permeability of $1e-05m^2$

Figure 19: Temperature profile across MEA at different current densities

Figure 19 depicts the temperature profile in the transverse direction from the cathode flow channel to the anode gas channel, passing across the MEA at different current densities. It is observed that at $1 A/cm^2$, a temperature difference of about $4.5^\circ C$ is obtained for the cathode catalyst layer, after incorporating heat generation in the cathode catalyst layers (related to the reversible cell potential) and deactivating the heat energy released in the chemical reaction in the formation of water. This is within the temperature range of $4-6^\circ C$ measured by Vie and Kjelstrup (2004).
Figure 20: Temperature increase and liquid saturation factor at the cathode catalyst layer

Figure 20 shows the temperature rise and liquid saturation factor predicted by the model. The temperature rise is slightly lower than the model results from Noponen et al. (2004) - our maximum is 7°C as compared to Noponen et al.'s (2004) value of 10°C. The liquid saturation factor obtained from this simulation result, 12%, is higher than that from the model of Noponen et al. (2004), about 6%.

4.1.4.4 Multiphase Model Results

To further explain the drastic drop of local current density in the channel entry region, additional simulations without multiphase capability (hence the liquid saturation factor is zero) were performed. The resulting comparison is shown in Figure 21.

Figure 21: Comparison of local current density along the anode bipolar plate, with and without accounting for multiphase physics

It is observed that the sudden drop in current density near the channel entry disappears when the multiphase model is not adopted. Therefore, the sudden decrease in the current density is due to the high liquid water saturation at the channel entry (c.f. Figure 22). This high liquid water saturation factor is caused by firstly, the high local pressure at the net flow distributor nears the channel entry that pushes the saturated flow towards the catalyst layer and secondly, the thinner boundary layer at the entrance regions which allows more diffusion of water vapor into the GDL upstream.
As for air breathing fuel cell, Hottinen et al. (2004), Wang et al. (2005), Schmitz et al. (2006), and Singapore A-STAR researchers in Temasek Poly [TP] (2008) have carried out experimental studies for the ABFC. Table 13 summarizes the operating characteristics of their experimental work.

Table 13: Operating Characteristics of Prior ABFC Experimental Work

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Cell orientation</th>
<th>( \text{H}_2 ) operation</th>
<th>( T_{\text{amb}} )</th>
<th>( T_{\text{cell}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T. Hottinen et al (2004)</td>
<td>6 cm(^2) horizontal –GORE(^\circ) MEA, 100% open cathode, single cell</td>
<td>open</td>
<td>Finland ambient condition</td>
<td>27-30(^\circ)C</td>
</tr>
<tr>
<td>Y. Wang et al (2005)</td>
<td>34 cm(^2) vertical, 4.9 cm channel length, single cell</td>
<td>Stoich=1</td>
<td>26(^\circ)C, 63% RH</td>
<td>38(^\circ)C at 250 mA cm(^{-2})</td>
</tr>
<tr>
<td>A. Schmitz, et al (2006)</td>
<td>10 cm(^2) horizontal –GORE(^\circ) MEA 80% open, single Cell</td>
<td>open</td>
<td>German ambient condition</td>
<td>43(^\circ)C at 250 mA cm(^{-2})</td>
</tr>
<tr>
<td>TP exp. (2008)</td>
<td>TP MEA, 10 cm(^2), 40% open area, 2 series MEAs</td>
<td>open</td>
<td>22(^\circ)C, 60% RH air-con</td>
<td>48-26(^\circ)C at 200 mA cm(^{-2})</td>
</tr>
</tbody>
</table>

It is noteworthy to mention that out of the four experimental works carried out, only the setup by Wang et al (2005) follows the cathode channel design, while the other three ABFC experimental works utilized the cathode planar design. This is shown in Figure 23, which depicts the schematic diagram of the experimental setup.

Figure 24: Polarization Curves of Prior Experimental Work on ABFC (from TP, 2008)
Figure 24 shows the polarization curves obtained from the ABFC experimental work. The results further confirmed the earlier literature data from Fabian et al (2006), which stated that mass transport limitation for air breathing fuel cell could reach as low as 0.4A/cm$^2$, unlike the forced air convection fuel cell which could extend beyond 2 A/cm$^2$ (see later impinging jet PEMFC section).

Figures 25 and 26 show the geometric description for both the experimental setup from Wang et al (2005) and the 3D simulation model developed in this work. The computational model uses the periodic boundary condition to simulate one channel configuration. This is because the prior result from Wang et al (2005) shows that hydrogen supply to the serpentine channel produces uniform flow and species distribution at the anode side, and therefore yields almost negligible variation of O$_2$ and water content between each cathode channel. In this case, the repetitive segmented cathode flow channel can be simulated and represented on the global scale.

Table 14: Operating Condition for ABFC Model Validation

<table>
<thead>
<tr>
<th>Anode Inlet</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode mass flow rate (H$_2$), (kg/s)</td>
<td>$\lambda = 3.35$</td>
</tr>
<tr>
<td>Mass fraction of H$<em>2$, $y</em>{H_2}$</td>
<td>0.31</td>
</tr>
<tr>
<td>Mass fraction of H$<em>2$O, $y</em>{H_2}O$</td>
<td>0.69 (100% RH)</td>
</tr>
<tr>
<td>Temperature, °C</td>
<td>33</td>
</tr>
<tr>
<td>Operating Pressure, Atm</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cathode Inlet</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode ambient Pressure outlet (ABFC)</td>
<td></td>
</tr>
<tr>
<td>Mass fraction of O$<em>2$, $y</em>{O_2}$</td>
<td>0.23</td>
</tr>
<tr>
<td>Mass fraction of H$<em>2$O, $y</em>{H_2}O$</td>
<td>0.03 (100% RH)</td>
</tr>
<tr>
<td>Temperature, °C</td>
<td>33</td>
</tr>
<tr>
<td>Operating Pressure, Atm</td>
<td>1</td>
</tr>
</tbody>
</table>
The model is first validated by benchmarking the simulation results with experimental data from Wang et al (2005). Table 14 shows the operating conditions used for this model validation study.

As shown in Figure 27, reasonable agreement (about 10% uncertainty) has been obtained when comparing the simulation data to the experimental work. The difference gets larger at higher current density. This is because the $O_2$ consumption is higher at the onset of mass transport limitation and hence necessitates a larger reservoir size to supply $O_2$. However, this larger size is not achievable in the current simulation model as it conflicts with the periodic boundary conditions.
Figure 27: Comparison of global polarization curve between simulation results with experimental data.

One important consideration in model validation is the thermal issue, as highlighted by the experimental counterpart in Temasek Poly (2008). A temperature difference as high as 18°C can be obtained at the GDL when the two stack cells of ABFC are operating at ambient temperature. In the current simulation, the temperature difference of 10°C is achieved for a single cell. Figures 28(a) and 28(b) show the temperature difference obtained from the ABFC operation in the experimental work using slot planar and modeling results for the channel cathode, respectively. Although the model did not reproduce the experimental setup correctly (there are unknown parameters associated with it, such as hydrogen flow rate etc), it shows that the simulation model is able to capture the necessary heat generation phenomena in ABFC, thus negating isothermal assumption in ABFC simulation, for example, paper by Hwang and Chao (2007).

Temperature Distribution (°C) for two stack cell at GDL @ 0.2A/cm²

Figure 28(a): Temperature distribution for ABFC slot planar experimental data
Modeling PEMFC and new designs via the CFD approach

As can be seen, the current simulation compares reasonably well with the measured global current density, as well as the local temperature value obtained in the experiments. Next, this modeling tool is used to characterize various important factors affecting ABFC performance such as channel geometric design and device orientation, as well as investigating the fuel cell durability and stability. Finally, the enhanced performance criteria for ABFC are established based on this computational analysis.

### 4.2 Enhanced Performance with Impinging Jet Configurations

Figure 29 shows a schematic diagram of a single impinging jet on the cathode side of a PEMFC. It is implemented on the cathode side (rather than the anode) due to the slower reaction kinetics there governing the overall fuel cell performance. Here, the reactant is supplied through a vertical opening created within the bipolar plate and connected perpendicularly to the gas channel. This impinging jet fluid delivery system supplies the fresh reactant transversely towards the catalyst region. This is different from the conventional serpentine or channel flow delivering the reactant along the stream-wise direction. In our proposed design, the jet of $O_2$ impinges on the porous gas diffusion layer. The reduced $O_2$ concentration boundary layer thickness is expected to enhance the mass transport rate to the catalyst region and further alleviate reactant depletion in the flow downstream.

![Impinging Jet in PEMFC](image)

**Figure 29: Impinging Jet in PEMFC**

Figure 30 describes the practical and feasible design of using the impinging jet configuration in PEMFC (hereafter referred to as IJ-PEMFC) for both the single and stack cell, respectively. This is the multiple jet design, but it can be easily
reduced to a single jet by closing up the other unused jets. The IJ-PEMFC in comparison to the conventional parallel and serpentine channel simply requires extra thickness of the bipolar plate (e.g. 3mm thickness comparing to normal 1.5mm). This gives provision for the chamber on top of the impinging jet and the fabrication of the perforated bipolar plate. Apart from this modification, the manifold gas channel and flow pumping requirement remain similar. Therefore, a simple yet innovative design for flow distributors in PEMFC is proposed.

Figure 30: Feasible Design of IJ-PEMFC
The objective of this work is to examine via simulations the concept of utilizing single/multiple impinging jets to supply the reactant gases to the catalyst layer. Parametric studies with different net types and GDL permeability values have also been performed. From the author’s review of literature, no researchers have discussed the impinging jet concept in PEMFC. It was first proposed by Mujumdar (2004) when this research was defined.

4.2.1 2D Cathode Side Single Impinging Jet Design

Simulation of the single central impinging jet in the cathode channel and a conventional straight anode channel was carried out. The results were compared with the equivalent straight channel flow case. In this IJ-PEMFC simulation, given that the jet opening is created in the bipolar plate, it takes out a small fraction of the current collector area that is available for current conduction. As such, when the galvanostatic BC is applied at the cathode current collector, one has to make sure that the total current applied to the simulation model matches the required current density. For example, in this typical case of MEA area of 90mm (per unit meter depth), with the impinging jet width of 0.5mm, the total area for current conduction is reduced to 89.5mm$^2$. For a current density of 1A/cm$^2$, the current flux applied at the cathode current collector has to be increased to $90/89.5 \cdot 1.005586 = 1.005586$ A/cm$^2$. This correction factor contributes to a significant difference if the impinging jet width is increased to a large value, e.g. 30mm, as done in our subsequent study.

Figure 5.3 shows the geometry used in the simulation for a 2D single IJ-PEMFC design.

![Figure 31: 2D Geometry for Cathode Side Single IJ-PEMFC](image)

For this 2D simulation, flow along x-z direction is referred as stream-wise and transverse direction, respectively. The channel length is 9cm, channel height is 0.5mm and the dimension of the jet inlet on the cathode side is 0.5mm. Anode channel is maintained as channel flow. All other electrochemical, reference diffusivities and multiphase model parameters, the anode/cathode electrodes and membrane properties as well as the operating conditions used in the previous chapter for model validation are implemented correspondingly in this IJ-PEMFC scenario.

4.2.1.1 Effect of net flow distributor and GDL permeability

The performance of impinging jet configuration with porous gas channel (or net flow distributor, hereafter referred as NFD) depends on the ideal combination of GDL and NFD permeability values. A total of 8 polarization curve predictions (120 simulation cases) with a combination of two different values of cathode GDL permeability (1e-09 and 1e-12 m$^2$) and two different values of cathode NFD permeability (1e-10 and 1e-08 m$^2$) for both straight channel (hereafter referred as SC) and single IJ-PEMFC (hereafter referred as SIJ-PEMFC) have been carried out to evaluate these characteristics.

Normal NFD and GDL permeability ($\chi$) values are 1e-10m$^2$ and 1e-12 m$^2$, respectively. Simulations were also carried out with marco-porous GDL (Shimpalee et al, 2005) of higher permeability values (1e-10m$^2$ & 1e-09m$^2$) and aluminium foam NFD (Jeng and Tzeng, 2005) of much greater permeability value (1e-08m$^2$) for both SC-PEMFC and SIJ-PEMFC designs. This allows more of the jet flow to penetrate deeper into the catalyst site.

For brevity, the simulation cases studies are renamed as follows:
- Case 1: GDL permeability of 1e-12m$^2$ and NFD permeability of 1e-10m$^2$
- Case 2: GDL permeability of 1e-09m$^2$ and NFD permeability of 1e-10m$^2$
- Case 3: GDL permeability of 1e-09m$^2$ and NFD permeability of 1e-08m$^2$
- Case 4: GDL permeability of 1e-12m$^2$ and NFD permeability of 1e-08m$^2$
Table 15 shows the results of voltage and pressure drop across the NFD at a current density of 1 and 2 A/cm² for Cases 1 to 4.

<table>
<thead>
<tr>
<th>Case</th>
<th>NFD (m²)</th>
<th>GDL (m²)</th>
<th>i (A/cm²)</th>
<th>Voltage (V)</th>
<th>Pressure drop (Pa) across NFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SC-PEMFC</td>
<td>SIJ-PEMFC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-PEMFC</td>
<td>SIJ-PEMFC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.00e-10</td>
<td>1.00e-12</td>
<td>1</td>
<td>0.623</td>
<td>0.622</td>
</tr>
<tr>
<td>2</td>
<td>1.00e-10</td>
<td>1.00e-09</td>
<td>1</td>
<td>0.611</td>
<td>0.620</td>
</tr>
<tr>
<td>3</td>
<td>1.00e-08</td>
<td>1.00e-09</td>
<td>1</td>
<td>0.609</td>
<td>0.619</td>
</tr>
<tr>
<td>4</td>
<td>1.00e-08</td>
<td>1.00e-12</td>
<td>1</td>
<td>0.609</td>
<td>0.620</td>
</tr>
<tr>
<td>1</td>
<td>1.00e-10</td>
<td>1.00e-12</td>
<td>2</td>
<td>0.426</td>
<td>0.421</td>
</tr>
<tr>
<td>2</td>
<td>1.00e-10</td>
<td>1.00e-09</td>
<td>2</td>
<td>0.136</td>
<td>0.357</td>
</tr>
<tr>
<td>3</td>
<td>1.00e-08</td>
<td>1.00e-09</td>
<td>2</td>
<td>0.205</td>
<td>0.379</td>
</tr>
<tr>
<td>4</td>
<td>1.00e-08</td>
<td>1.00e-12</td>
<td>2</td>
<td>0.246</td>
<td>0.379</td>
</tr>
</tbody>
</table>

From Table 15, it is seen that for Case 1, both SC-PEMFC and SIJ-PEMFC designs have similar performance, viz. 0.623V and 0.426V at 1 and 2A/cm², respectively. As GDL permeability increases from 1e-12 to 1e-09 m² (Case 2), the SIJ-PEMFC outperforms SC-PEMFC, especially at a higher current density of 2A/cm², as 0.357V is obtained for SIJ-PEMFC design whereas only 0.136V is attained by SC-PEMFC design.

However, as the GDL permeability is increased in Case 2, fuel cell performance for both SC-PEMFC and SIJ-PEMFC deteriorate. This is because as the GDL permeability is increased, pressure drop across NFD reduces. Lower pressure at cathode NFD causes fuel cell performance to drop, as depicted in Nernst’s equation 1.3. SC-PEMFC’s performance drop is more significant, as compared to SIJ-PEMFC. For Case 2, at current densities of 1 and 2 A/cm², the SIJ-PEMFC outperforms the SC-PEMFC design, only marginally for the former by 1.4% (from 0.620 to 0.611V) and more significantly for the latter by 162% (from 0.136 to 0.356V).

When the NFD permeability is increased to 1e-08m² (Case 3), variation of GDL permeability has a negligible effect on fuel cell performance for SIJ-PEMFC. However, for the SC-PEMFC at a higher current density of 2 A/cm², reducing GDL permeability results in enhanced fuel cell performance. The voltage increases from 0.205V to 0.246V if GDL permeability is reduced from 1e-09m² to 1e-12m². Nevertheless, the SIJ-PEMFC still has superior performance to that of a SC-PEMFC at NFD permeability of 1e-08m².

Figure 32 compares the global polarization curves between SC-PEMFC and SIJ-PEMFC for Case 1, 2, 3 and 4. For completeness, corresponding experimental result from Noponen et al (2004) for Case 1 SC-PEMFC is also included for comparison. It is obvious that except Case 1, all other three cases show enhanced performance using SIJ-PEMFC when i is larger than 1 A/cm². This also implied that the impinging jet can augment the cell performance, especially near the straight channel limiting current density.

For Case 1, no significant difference is obtained for the global current density, including over the range beyond experimental value from 1.3 to 2.0 A/cm². This is caused mainly by the low GDL permeability (1e-12 m²) which dampens the jet penetration effect and reduces the forced convection flow in the porous gas channel, leading to weaker diffusion in the GDL area under the impinging jet. Thus, the effect of impingement is apparently damped fully by the low permeability.

From Figure 32(b), using the macro-porous GDL with permeability of 1e-09 m² in Case 2, the SIJ-PEMFC could enhance the PEMFC performance, especially at high current densities, by about 4% at 1.4 A/cm² and reaching about 160% at 2 A/cm². However, this combination of NFD and GDL permeability value is not desirable because they nullify the NFD functionality. Detailed explanation will be given in the later section.

Figure 32(c) shows that by increasing both NFD and GDL permeability in Case 3, the SIJ-PEMFC can still yield 84% performance enhancement over SC-PEMFC at 2.0 A/cm². Case 3 is considered as the ideal permeability combination between NFD and GDL for enhanced SIJ-PEMFC performance.
Case 4 - SC-PEMFC, NFD=1e-08m², GDL=1e-12m²
Case 4 - SIJ-PEMFC, NFD=1e-08m², GDL=1e-12m²

Figure 32: Polarization curve comparison between SC-PEMFC and SIJ-PEMFC

From Figure 32(d), although using higher value of NFD permeability gives 54% enhanced performance for SIJ-PEMFC at 2.0 A/cm², it is still regarded as a poor choice as flow reversal from GDL to the porous gas channel can happen and counteract the O₂ distribution. A detailed explanation will be given in the later section.

It is noteworthy to mention that the simulation result at the current density of 2A/cm² is physically justifiable. Experimental data from Gerteisen et al (2008) and Ferng et al (2007) has confirmed that using a perforated GDL and single serpentine channel can yield current density up to 1.8A/cm² and 2.5A/cm², respectively.

Figure 33 and 34 compares O₂ concentration and water content profiles, respectively, along the cathode GDL/catalyst at 2 A/cm² for the four different cases of SIJ-PEMFC.

Figure 33: Comparison of O₂ profile for SIJ-PEMFC, at 2 A/cm²

From Figure 33, it is found that Case 2 yields the highest O₂ profile along the GDL/catalyst. However, this combination of NFD (1e-10m²) and GDL (1e-09m²) permeability values does not produce the highest voltage but gives the lowest fuel cell performance. The reason being that: besides O₂ content at the cathode, membrane water content constitutes another important factor to determine the fuel cell performance (c.f. Figure 34). In this circumstance, Case 2 gives the lowest water content value at the cathode catalyst/GDL. It can be seen from Figure 34 that Case 1 (NFD 1e-10m² and GDL 1e-12m²) has the capability to maintain water content within the vicinity of the impingement region higher than the Case 2 (NFD 1e-10m² and GDL 1e-09m²). This is because the O₂ reactant bypasses the porous gas channel (c.f. Figure 5.9, will be explained later) in Case 2, and flows predominantly along the GDL layer. This constitutes the lower water content along the GDL layer, as the inlet carries zero membrane water content.
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Figure 34: Comparison of water content profile for SIJ-PEMFC, at 2 A/cm²

Figure 35 compares the local current density variation along the anode bipolar plate for the four different cases of SIJ-PEMFC. The voltage result is also included in the legend for clarity.

It is well understood that for the impinging jet case, the stagnation point has the highest mass transfer rate and hence O₂ concentration is maximum at that impingement point (c.f. Figure 33). However, this is not replicated in the current density output, as Figure 35 shows the minimum current density otherwise. This implies that O₂ concentration profile cannot be used as the sole criterion to gauge fuel cell performance. Other factors such as water management (membrane water content profile (c.f. Figure 34) also affects the membrane proton conductivity and determines the fuel cell performance.

Table 16 summarizes the average water content, O₂ concentration and resultant voltage for various combinations of GDL and net permeability values at 2 A/cm². From Table 5.2, Case 1 (GDL 1e-12m² and NFD 1e-10m²) gives the highest
water content (10.54). Although the O₂ content is the second highest (5.03 mol/m³) among all, it can still give the best fuel cell performance. Conversely, even though Case 2 (GDL 1e-09m² and net 1e-10m²) gives the highest oxygen content (5.43 mol/m³), the water content is the lowest (8.02) and hence the fuel cell performance is still the worst case among all.

Table 16: Average water content, O₂ concentration and resultant voltage for different combination of NFD and GDL permeability values, at 2A/cm²

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFD permeability (m²)</td>
<td>1e-10</td>
<td>1e-10</td>
<td>1e-08</td>
<td>1e-08</td>
</tr>
<tr>
<td>GDL permeability (m²)</td>
<td>1e-12</td>
<td>1e-09</td>
<td>1e-09</td>
<td>1e-12</td>
</tr>
<tr>
<td>Average membrane water content along cathode GDL/catalyst</td>
<td>10.54</td>
<td>8.02</td>
<td>8.78</td>
<td>8.90</td>
</tr>
<tr>
<td>Average O₂ concentration along cathode GDL/catalyst (mol/m³)</td>
<td>5.03</td>
<td>5.43</td>
<td>4.81</td>
<td>4.69</td>
</tr>
<tr>
<td>Voltage</td>
<td>0.421</td>
<td>0.357</td>
<td>0.379</td>
<td>0.379</td>
</tr>
</tbody>
</table>

In general, impinging jet design coupled with the porous gas channel in PEMFC necessitates optimal combination between GDL and NFD permeability values for enhanced fuel cell performance. As a rule of thumb, the impinging jet design is suited for PEMFC only with a highly permeable GDL (e.g. 1e-09 m²).

4.2.1.2 Results for Net Flow Distributor permeability 1e-10m² (Case 1 and 2)

Figure 36 compares the velocity flow field in the cathode GDL between SC-PEMFC and SIJ-PEMFC for GDL permeability of 1e-12 m² (Case 1). This figure shows that a low permeability GDL practically behaves like an “impermeable solid wall” to the jet flow, as the reactant in the cathode GDL beneath SIJ-PEMFC flows mainly along a stream-wise direction, and at a velocity lower than that in the SC-PEMFC.

![Figure 36: Comparison of flow field in cathode GDL between SC-PEMFC and SIJ-PEMFC for Case 1, at i = 1.1A/cm²](image)

Figure 37 confirmed that a lower velocity value is obtained throughout the cathode GDL for the SIJ-PEMFC, as compared to the SC-PEMFC. Even at the centerline of the impinging jet (x = 4.5cm), the flow is restricted by the low GDL permeability (1e-12m²), causing a sharp drop in the local velocity. This nullifies the jet momentum and inhibits intimate contact between the reactant gas and the catalyst. The low GDL permeability value is the reason for the identical global...
current density between SC-PEMFC and SIJ-PEMFC. No advantage is gained by using a more complex design for the PEMFC.

![Velocity Profile](image1.png)

**Figure 37:** Comparison of velocity profiles along cathode GDL centerline between SC-PEMFC and SIJ-PEMFC for Case 1, at $i = 1.1 \text{A/cm}^2$

![Local Current Density](image2.png)

**Figure 38:** Comparison of local current density between SC-PEMFC and SIJ-PEMFC for Case 1, at $i = 1.1 \text{A/cm}^2$

Although the global values for both SC-PEMFC and SIJ-PEMFC are almost identical (c.f. Figure 32(a)), a detailed investigation of the local current density maps shows a substantial variation for these two cases (c.f. Fig. 38). For the SC-PEMFC, the local current density drops abruptly in the entrance region, but immediately increases to a local maximum at about 1 cm downstream. Subsequently, the current density decreases monotonically along the stream-wise direction. This is mainly caused by high liquid water saturation. Low NFD permeability ($1 \times 10^{-10} \text{ m}^2$) tends to hinder the main flow as it enters the flow channel. This deflects the humidified air towards the catalyst layer and subsequently causing excess liquid water saturation factor near the channel entrance. As for the SIJ-PEMFC, the current density directly below the impinging jet is at a minimum, and then increases to a local maximum at the two sides of the impinging jet (as explained earlier in Figure 35). The side adjacent to the upstream anode flow has a higher value compared to the downstream anode flow. It can be deduced that the local minimum current density for SC-PEMFC is attributed to possible flooding effect at the entrance, while the local minimum current density for SIJ-PEMFC is caused by initial membrane dehumidification at the central channel.
Figure 39 shows the flow distribution in the cathode GDL and porous gas channel beneath the impinging jet for Cases 1 and 2.

In Case 2, the impinging jet can penetrate into the GDL layer. For this macro porous GDL of $1 \times 10^{-09} \text{m}^2$, the flow actually bypasses the porous gas channel and gets through the GDL. This provides better contact with the catalyst layer, as the flow velocity is higher in the GDL. It also allows a higher O$_2$ concentration profile to be attained (c.f. Figure 40). It shows that in Case 1, the O$_2$ mass fraction is immediately reduced when approaching the GDL layer under the impinging jet. However, in Case 2, the original oxygen content from the impinging jet can be delivered to the catalyst site at the impingement point, with minimum concentration drop across the GDL layer.

In Case 2, the macro-porous GDL with permeability of $1 \times 10^{-09} \text{m}^2$ is higher than the NFD permeability of $1 \times 10^{-10}\text{m}^2$. Therefore, the flow at the GDL is higher than that at NFD (c.f. Figure 41). The reactant gas bypasses the NFD and flows along the GDL. This negates the original function of NFD as fluid delivery channel because it can neither carry nor direct the bulk of reactant fluid flow. Further, pressure drop is reduced when GDL permeability is increased to $1 \times 10^{-09}\text{m}^2$, and according to Nernst equation, the performance is dropping. Therefore, the Case 2 permeability combination of NFD and GDL is undesirable.
4.2.1.3 Results for net flow distributor permeability $1e^{-08} m^2$ (Case 3 and 4)

Previous Case 2 results show that the bulk fluid flow along the macro porous GDL has nullified the porous gas channel function. In order to make the NFD perform effectively as the flow distributor in PEMFC, its permeability is increased to $1e^{-08} m^2$ (Jeng and Tzeng, 2005) when used together with a macro-porous GDL permeability of $1e^{-09} m^2$ (Case 3).

Figure 42 shows the flow distribution in the cathode GDL beneath the impinging jet for Case 3 and Case 4. The fluid velocity in the GDL within the vicinity of the jet impingement zone is negligible when the permeability is $1e^{-12} m^2$, whereas the flow for GDL permeability of $1e^{-09} m^2$ shows significant penetration of the jet fluid at a velocity of about 0.3 m/s at the interface between gas channel and GDL.
The flow reversal for GDL permeability $1e^{-12} \text{ m}^2$ can be explained from the pressure contours and centerline profiles, depicted in Figures 43 and 44, respectively.

Figure 43: Comparison of pressure field in cathode GDL and gas channel for two values of GDL permeability, with NFD permeability of $1e^{-08} \text{ m}^2$

Figure 43 show that when the normal GDL permeability (Case 4) is used with impinging jet design, it results in higher stagnation pressure at the end of the porous GDL. This explains the flow reversal away from catalyst layer and it is detrimental to the fuel delivery process. Conversely, when macro-porous GDL permeability of $1e^{-09} \text{ m}^2$ is used (Case 3), it displaces the high stagnation pressure towards the interface between GDL and gas channel. This will be favorable in distributing reactants towards the catalyst layer.

Figure 44: Comparison of pressure profile along jet impingement centerline in gas channel and GDL between Case 3 and Case 4
Figure 44 shows that the pressure profile in the GDL increases nearly linearly from channel/GDL to GDL/catalyst for Case 4, whereas Case 3 exhibits local maximum pressure at channel/GDL and a subsequent pressure drop towards the catalyst layer.

Figure 45 compares the oxygen concentration at the catalyst layer in the vicinity of the impingement zone. It is apparent that in the impinging jet design, a lower GDL permeability results in higher $O_2$ concentration.

![Image of Figure 45](image)

**Figure 45**: Comparison of $O_2$ concentration along cathode GDL between Case 3 and Case 4

The effect of GDL and NFD permeability for SIJ-PEMFC design is summarized below:

1. For GDL $1 \times 10^{-12} \text{ m}^2$ and NFD $1 \times 10^{-10} \text{ m}^2$ permeability values, while it yields the highest fuel cell performance within the impinging jet cases, it gives no improvement as compared to the straight channel case. Moreover, pressure drop for this case is the highest and thus consumes the largest pumping cost.

2. For GDL $1 \times 10^{-9} \text{ m}^2$ and NFD $1 \times 10^{-10} \text{ m}^2$ permeability values, the flow bypasses the net flow distributor. Flow predominantly occurs along the GDL layer and hence negates the functionality of net flow distributor. It yields the largest $O_2$ concentration, but also has lowest water content at the catalyst layer. Therefore, the fuel cell performance is considered one of the worst among impinging jet cases (albeit an improvement over the corresponding straight channel case, approximately 160%).

3. For GDL $1 \times 10^{-12} \text{ m}^2$ and NFD $1 \times 10^{-8} \text{ m}^2$ permeability values, an unusual flow reversal away from catalyst layer within impingement region is observed. This makes GDL impermeable to the impinging jet penetration. It also reduces $O_2$ concentration to the lowest value among impinging jet cases and is unfavorable to the reactant delivery system (though improvement over corresponding straight channel case is about 54%).

4. For GDL $1 \times 10^{-9} \text{ m}^2$ and NFD $1 \times 10^{-8} \text{ m}^2$ permeability values, it allows the jet penetration towards the catalyst layer with a minimum pressure drop. Yet, it is able to maintain water content from the direct dehumidification effect by impinging jet. It is considered the optimum combination among the four cases and produces 84% improvement over the straight channel case. Therefore, this value would be used in the subsequent simulations to carry out the parametric studies for single and multiple impinging jets.

### 4.3 Enhanced Performance for Self Air-Breathing Fuel Cell

#### 4.2.2 2D CFCD Simulation

A two-dimensional time-dependent CFCD analysis was carried out for the channel ABFC, with conditioned air (60°C and 100%RH) in the surrounding environment at the cathode and operating at ambient pressure (1 Atm).

**4.2.2.1 Geometry and Computational Model**

Figure 46 describes the three different cases of geometry parameters variation (length and width of cathode channel) and Figure 47 shows grid resolution for the 2D simulation model. Flow along x-z direction is referred to stream-wise and transverse direction, respectively. The number of computational grids used is about 70,000 cells. Table 17 summarizes the various dimensions used for the parametric study.
4.2.2 Results and Discussion - Global and Local Results

This section presents the global current density and local results of flow, species ($\text{O}_2$, $\text{H}_2$, $\text{H}_2\text{O}$) concentration and temperature distribution for Case 1 configuration (5cm length x 3mm height), which is also the geometry used in the experimental setup from Wang et al (2005). Figure 48 shows the 2D simulation result of the global polarization curve and power density result. These results show that maximum power density ($P_{\text{max}}$) of 94 mW/cm$^2$ is obtained at $i = 0.24$ A/cm$^2$. This is consistent with the experimental findings from Wang et al (2005), which produced $P_{\text{max}}$ of 74 mW/cm$^2$ at current...
density 0.2 A/cm². The simulation model used an operating temperature of 60°C, while experimental data from Wang et al (2005) used an ambient temperature of 33°C (refer to the validation model). Therefore, a higher result is obtained from the modeling data. Nevertheless, reasonable qualitative comparison can be derived from this model in comparison with experimental data.

Figure 48: Polarization curve and power density of the 2D simulation result

In terms of the velocity profile across the gas channel, Figure 49 shows that this 2D ABFC simulation predicts an average flow velocity of about 32 cm/s within the cathode gas channel. This is much higher than the experimental measurement from Fabian et al (2006) as their measurement for average free convection air speed was 11.2 cm/s in vertical cell orientations. This can be explained by the nature of 2D simulation here which excludes the span-wise wall shear effect, whereas the actual experimental setup is 3D and is thus subjected to higher wall shear stress.

The flow direction in cathode channel ABFC is predominantly unidirectional. It enters from the bottom channel and exits through the top channel, flowing against the g direction. This prediction also makes amendments to the widespread incorrect assumption that the flow in the vertical ABFC is supposedly flowing into the cathode gas channel through both the top and bottom openings. Indeed, it will be shown later that this flow phenomenon strongly depends on the geometric factors. Figure 49 also reveals that a parabolic velocity profile is established in the downstream fully developed flow region. In this scenario, very fine grid (at least 20 cells along transverse direction in the cathode gas channel) is necessary in order to capture this detailed velocity profile.

Figure 49: Velocity profile across cathode gas channel at \(i = 0.24\) A/cm²
The centerline velocity along the stream-wise direction of cathode gas channel in Figure 50 shows that the entrance flow developing region in the cathode gas channel is about 1 cm from the bottom opening. Further downstream, the centerline velocity achieves a constant profile of about 0.46 m/s. For mass transport enhancement, it is important to reduce this flow entrance region; as opposed to the heat transfer improvement to extend the flow developing region. This is because this flow entrance phenomena has a lower mass transport coefficient (by virtue of its smaller velocity), and it is therefore unfavorable to reactant transport and fuel cell performance. As shown later, this entrance region would result in a larger O₂ concentration loss.

Besides, it is also noted that the flow velocity at the cathode gas channel is gaining its strength along flow direction. This is due to water transport across the membrane from anode to cathode, attributed to the electro-osmotic drag (EOD) and the adding of extra water vapor mass to the cathode gas channel. As the mass flow rate in the cathode gas channel is increased due to water migration from the anode side, so is the flow velocity. In return, the flow velocity along anode gas channel is reduced along the stream-wise flow direction (c.f. Figure 51).

![Figure 50: Centerline velocity along cathode gas channel](image)

![Figure 51: Centerline velocity along anode gas channel](image)

Figures 52 (a) and (b) show the O₂ concentration distribution and profile at the cathode gas channel, GDL and catalyst layer. As can be seen, the O₂ concentration is decreasing exponentially near to the entrance regime (about 1 cm from bottom opening), compared to linear drop at downstream region. This high O₂ depreciation region also corresponds to the flow entrance regime (c.f. Figure 50), and is mainly associated with the lower airflow velocity and mass transport coefficient as compared to the downstream developed region.

The H₂ concentration distribution and profile in the anode gas channel, GDL and catalyst layer in Figure 53 shows that H₂ concentration actually increases along flow direction. This is due to the EOD that transports water from anode to cathode, causing a corresponding increase in the H₂ mole fraction. A similar finding has also been reported by Schwarz and Djilali (2007).

In this simulation, it is found that 1.2e-05 kg/s of water vapor is transported from the anode to the cathode by EOD, while opposing back diffusion transports only a negligible amount of 1.5e-17 kg/s of water vapor from the cathode to the
anode. Therefore, the resultant movement of water vapor across the membrane is mainly due to EOD. The relative humidity distribution in the cathode and anode gas channels in Figure 54 further explains the superiority of EOD source over back-diffusion in terms of water transport across the membrane. Both anode inlet ($H_2 + H_2O$) and cathode channel inflow ($O_2 + H_2O + N_2$) have a RH of 100%. However, at the anode outlet, RH is reduced to 54%, while at the cathode channel outflow, RH is increased and air becomes fully-saturated. This implies that water vapor concentration is reduced along the anode channel, but increased along the cathode channel. This phenomenon is attributed to the net effect of EOD (when protons are transferred across membrane, $\alpha$) over back-diffusion (water is back diffused from cathode to anode due to water content gradient, $J_{w}^{\text{diff}}$) which effectively migrates water vapor from the anode to the cathode. This can potentially cause anode membrane dehydration.

Figure 52(a) $O_2$ concentration distribution in the cathode channel, GDL and catalyst

Figure 52(b): Computed $O_2$ concentration profiles along cathode GDL
Figure 53: H₂ concentration distribution and profile at anode channel, GDL and catalyst

Figure 54: RH distribution in cathode and anode gas channel

Table 18 shows mass balance for both the anode and cathode gas channels, including the various source terms such as EOD ($\alpha M_{H_2O} \eta$), back-diffusion ($J^{\text{diff}}_{w} M_{H_2O} \eta$) and phase change ($r_\ell$) which internally transfers or produces or consumes mass flow rate within the ABFC model. From Table 6.14, it can be seen that the total mass flow rate is conserved for both the anode and cathode channels, within 5% of uncertainty. For the anode channel, the outlet flow rate is reduced by about 48% compared to that at the inlet, as this reduction is transferred by EOD to the cathode channel. For cathode channel, the outflow is 1% higher flow rate compared to inflow. This amount is offset by the net effect of mass increase due to EOD water transferred from the anode and the mass reduction due to liquid water condensation. The back-diffusion contribution to the overall mass balance is negligible, as the simulation result shows that the membrane water content diffusivity ($D_j = 2.3e-8$ l/s) is insignificant as compared to the osmotic drag coefficient ($\lambda = 1.53$).
Table 18: Mass Balance of ABFC model

<table>
<thead>
<tr>
<th></th>
<th>Inlet</th>
<th>Outlet</th>
<th>$\alpha M_{H_2O}\eta$</th>
<th>$J_{w}^{diff} M_{H_2O}\eta$</th>
<th>$r_w$</th>
<th>Total in</th>
<th>Total out</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anode</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass in (kg/s)</td>
<td>2.80e-5</td>
<td>-</td>
<td>-</td>
<td>1.5e-17</td>
<td>-</td>
<td>2.80e-5</td>
<td></td>
</tr>
<tr>
<td>Mass out (kg/s)</td>
<td>-</td>
<td>-1.47e-5</td>
<td>-1.20e-5</td>
<td>-</td>
<td>-</td>
<td>-2.67e-5</td>
<td></td>
</tr>
<tr>
<td><strong>Cathode</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass in (kg/s)</td>
<td>9.31e-4</td>
<td>0.12e-4</td>
<td></td>
<td></td>
<td>9.43e-4</td>
<td>9.44e-4</td>
<td></td>
</tr>
<tr>
<td>Mass out (kg/s)</td>
<td>-9.39e-4</td>
<td>-1.5e-17</td>
<td>-0.05e-4</td>
<td>-</td>
<td>-9.44e-4</td>
<td>9.44e-4</td>
<td></td>
</tr>
</tbody>
</table>

The temperature increase along the stream-wise direction of the cathode catalyst layer is shown in Figure 55. The cathode catalyst layer is a hot spot as all the heat generated from enthalpy change, entropy irreversibility and latent heat of condensation occurs there. It is seen that a relatively uniform temperature difference can be maintained at the catalyst layer, only about a 0.3°C temperature increase. For this polarization point ($i = 0.24$ A/cm$^2$), the overall temperature increase is about 2°C when operating temperature is 60°C. It is smaller than the 10°C temperature difference when operating temperature is ambient 33°C (c.f. Figure 28(b) for validation case). This shows that elevating the operating temperature can help to maintain a more uniform temperature distribution within the MEA.

Figure 55: Calculated temperature distribution in ABFC

### 4.2.2.3 Effect of Channel Height and Length

Figure 56 compares the polarization curve between two different channel heights (Case 1: 3mm and Case 2: 0.5mm) in the 2D ABFC simulations. The channel length is maintained at 5cm. As can be seen, reducing channel height from 3mm to 0.5mm greatly deteriorates fuel cell performance. The current density at 0.4V is reduced threefold, from 0.24 to 0.08 A/cm$^2$. This is attributed to O$_2$ starvation, as reflected in Figure 57 of the O$_2$ concentration distribution for cases 1 and 2. For case 1, the unidirectional convection flow (c.f. Figure 49) is able to supply sufficient O$_2$ throughout the MEA region for the electrochemical reactant consumption. However, for case 2, O$_2$ is only transported by the weak diffusion process.
within the vicinity of the channel entrance and exit. This insufficient \( \text{O}_2 \) mass transport results in most of the interior MEA region suffering from \( \text{O}_2 \) depletion.

![Graph showing polarization curves for two different ABFC channel heights](image)

**Figure 56**: Comparison of polarization curves between two different ABFC channel heights

![Image showing \( \text{O}_2 \) concentration for two different ABFC channel heights](image)

**Figure 57**: Comparison of \( \text{O}_2 \) concentration between two different ABFC channel heights
Comparison of cathode channel exit velocity between two different ABFC channel heights

Comparison of channel exit velocity in Figure 58 shows that the flow velocity in the cathode channel is reduced very significantly when channel height decreases from 3mm to 0.5mm. The average velocity for case 1 is 32cm/s, whereas for case 2, it is merely 1 cm/s.

It is also noteworthy to point out that although the exit flow velocity in case 2 is directed outwards away from the channel, the O$_2$ concentration gradient (high value to low value) is formed in the opposite direction towards the channel (c.f. Figure 57(b)). This shows that in the event of geometry restriction, diffusion transport dominates over convection transport. Consequently, a concentration gradient is established based on the mass consumption process in the catalyst and forms a region with higher O$_2$ at the ambient and lower O$_2$ at the channel, even though the airflow is directed from the channel to ambient at the channel exit. This finding is important for the micro-ABFC design as the miniature geometry poses resistance to airflow along the channel. On the other hand, the electrochemical reaction can still generate sufficient concentration gradient to facilitate the mass transport process in the micro-device through diffusion transport.

Figure 59 compares the polarization performance at two different channel lengths (Case 2: 5cm and Case 3: 1cm) in the 2D simulations. The channel width is maintained at 0.5mm. Reducing channel length is seen to enhance fuel cell performance. This is again due to the obvious reason of increased O$_2$ mass transport for a shorter channel.
4.2.2.4 Effect of Device Orientations

Table 19 tabulates the case studies with three different device orientations. Figure 60 shows the relevant schematic layout.

<table>
<thead>
<tr>
<th>Case</th>
<th>Cathode Gas channel dimension</th>
<th>g direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5cm x 3.0mm</td>
<td>90° w.r.t. horizontal</td>
</tr>
<tr>
<td>4</td>
<td>5cm x 3.0mm</td>
<td>45° w.r.t. horizontal</td>
</tr>
<tr>
<td>5</td>
<td>5cm x 3.0mm</td>
<td>horizontal</td>
</tr>
</tbody>
</table>

Figure 60: Schematic layout of three different device orientations for ABFC simulation

Figure 61 compares the polarization curve between three different device orientations (Case 1: 90°, Case 4: 45° and Case 5: 0°) in the 2D ABFC simulations. As compared to the vertical orientation in Case 1, only marginal performance deterioration is noted when orienting the ABFC at 45° in Case 4. However, when aligning the ABFC horizontally in Case 5, it drastically reduces the performance. This can be explained from the O₂ concentration distribution in Figure 62 which shows that the O₂ distribution is sufficient to sustain the electrochemical reaction throughout the MEA. The slight performance decrease in Case 4 is reflected by the relatively smaller amount of O₂ presence in the cathode gas channel, especially in the exit region. However, aligning the ABFC in horizontal orientation completely depletes the central portion of MEA of O₂, thus limiting catalyst utilization to only the two channel ends. As such, performance is degraded.

In addition, Figure 63 shows that changing the ABFC orientation from vertical to horizontal reduces the convection velocity in the cathode gas channel, from 32cm/s in Case 1 to 12cm/s in Case 4, and finally reducing it to merely 0.2 cm/s in Case 5. This in turn also reduces the O₂ mass transfer coefficient.
Figure 62: Comparison of $O_2$ concentration between three different ABFC device orientations

Figure 63: Comparison of velocity profile between three different ABFC device orientations
4.2.3 3D CFCD Simulation

In this section, the results for three dimensional time-dependent CFCD simulation for two main designs of ABFC, namely channel and planar, are presented and discussed. For convenience, the following case studies with different ABFC geometry designs and operating conditions are renamed as follows:

Case 7: Channel; vertical orientation
Case 8: Full planar perforations with bipolar plate thickness 3.5mm, facing upwards

4.2.3.1 Geometry and Computational Model

Figure 64 shows the geometry models for both channel and planar ABFC used in the 3D simulation analysis. The computational domain makes use of translational periodic boundary conditions to mimic the repeating units, as shown in Figure 65.

Figure 64: Geometry of physical model for 3D ABFC simulation

Figure 65: Computational model for 3D ABFC simulation

Figure 66 shows the typical grid resolution used for the channel ABFC. Generally, the number of meshes for this 3D ABFC simulation reaches about 150,000 cells. The number of cells has to be limited within this range as this is a time-dependent simulation and hence requires massive computer resources (minimum 20,000 iterations) in order to reach the pseudo steady state converged results.

Figure 66: Grid resolution for 3D channel ABFC model
4.2.3.2 Comparison between channel and planar ABFC with perforations

3D simulation for the planar ABFC with perforations (Case 8) has been carried out, and the results are compared with its channel counterpart (Case 7). The geometric description for these two models can be seen from Figure 65.

From the global current density comparison shown in Figure 67, it is noted that with everything else being equal (channel opening, MEA length, operating condition), planar ABFC with perforations yields performance enhancement of about 4-5% as compared to the channel ABFC. Higher improvement is achieved when current density is increased, as the mass transport limitation becomes more critical.

![Figure 67: Comparison of polarization curves between Cases 7 and 8](image-url)

Figures 68 to 73 describe the local distribution results for both channel and planar ABFC with perforations in terms of the flow (Fig. 68), reactant/product (Fig. 69 – 70) and temperature (Fig. 71) distribution, as well as the proton conductivity (Fig. 72) and liquid saturation factors (Fig. 73).

From Fig. 68, it can be seen that for channel ABFC, the flow in the cathode channel is mainly driven by natural convection; whereas for the planar ABFC with perforations, it is mainly driven by diffusion. This observation is in agreement with previous 2D simulation results which deduced that when cathode length scale in fuel cell is reduced, transport mechanism in the flow channel would change from reaction-convection dominated to reaction-diffusion dominated. In this comparative study, channel ABFC is considered to have a sufficiently large volume (3mm x 3mm x 5cm opening) for convection flow. However, the planar ABFC with perforations has a rather restrictive volume (3mm x 3mm x 3.5mm opening) and hence has higher tendency to be associated with diffusion transport. In addition, the geometric design for planar ABFC with perforations has no clear provision for single outflow, as the flow would enter and leave the channel through the same opening. This also promotes diffusion transport, especially with a small opening (3mm x 3mm) for planar ABFC with perforations.

In Figure 68, it is also noted that the average flow velocity in planar ABFC is much lower than that in the channel ABFC. Besides, the central portion displays flow stagnation. However, the overall fuel cell performance for planar ABFC is still higher than that of the channel. This is because the key issue for enhanced fuel cell performance is to achieve the optimal balance between reactant and water content. The flow in both gas channel and MEA regions is mainly reaction dominant. In this scenario, the planar ABFC design is able to provide favorable factors for reaction transport such as a larger opening with a smaller flow path between ambient and MEA to attain the optimum O\textsubscript{2} and water content, with an apparently lower air velocity. This shows that higher flow rate does not necessarily assure better fuel cell performance.

It is also important to note that our finding here of the flow circulation across the gas channel is more realistic as compared to the modeling results from Hwang and Chao (2007), which stated that the gas mixture in planar ABFC flows predominantly outwards from porous cathode to ambient. This is because in nature, self air-breathing process involves the intake of O\textsubscript{2} from ambient and rejection of excess water vapor to ambient. To accomplish this mass transport phenomenon, flow circulation is certainly required. Hence, our model results conforms more to reality as compared to Hwang and Chao (2007).
In Figure 69, channel ABFC shows O$_2$ depletion at channel exit, while planar ABFC suffers from O$_2$ starvation at MEA center. This can be linked to the previous Figure 68(b) which shows the flow stagnation at the MEA center for planar ABFC design. It is worthwhile to note that this finding is different from the recent publication of Al-Baghdadi (2009), as their O$_2$ distribution is similar for each perforated opening. Their computational modeling carried out using FEMLAB 2.3 did not include O$_2$ reservoir as the boundary condition to simulate the air breathing process. In addition, it was conducted in the steady state simulation. This mathematical modeling's approach, in the author's opinion, does not actually represent the true physical operating condition for ABFC, and is hence unreliable.

Figure 68: Comparison of velocity flow field between Cases 7 8
From Figure 69, it is also discovered that the $O_2$ concentration decrease along cathode GDL/catalyst for channel ABFC is a linear profile, but the $O_2$ profile is relatively flat with slight dip in the center for planar ABFC. Therefore, for planar ABFC, there is a potential improvement by increasing the $O_2$ mass transfer rate towards the MEA center, and as shown later, can be achieved by reversing device orientation (making planar ABFC facing downwards).

![O2 contour](image)

(a) $O_2$ contour

![O2 profile](image)

(b) $O_2$ profile along cathode GDL/catalyst

Figure 69: Comparison of $O_2$ concentration between Cases 7 and 8

In Figure 70, it is observed that planar ABFC has less water vapor concentration than that in the channel design. This is because a more open area to the ambient is available for exchanging fresh unsaturated air with the saturated gas mixture in the cathode channel. This also implies that a superior performance for water removal capability can be obtained for planar ABFC with perforation.

Figure 71 reveals a more uniform temperature distribution obtained for the planar ABFC. Again, this is due to the fact that there are more openings to ambient for fresh air exchange with cathode gas channel.

Water content ($\lambda$) is a direct measure to estimate proton conductivity ($\sigma_{\text{mem}}$), as given by Springer et al (1991). Therefore, the plot of proton conductivity is a direct indicator for water content. As seen in Figure 72, a more uniform proton conductivity distribution for planar ABFC is achieved. Besides, in Figure 73, higher liquid water saturation factor is produced by channel ABFC. This results in the inferior performance of the channel ABFC, implying that planar ABFC has a higher water removal capability.
Figure 70: Comparison of water vapor concentration between Cases 7 and 8

Figure 71: Comparison of temperature contour and profile along cathode GDL/catalyst between Cases 7 and 8

Figure 73: Comparison of liquid saturation factor between Cases 7 and 8
5. Conclusions and Future Work

In this work on exploring PEMFC new designs viz. computational modeling, the CFD model was first validated by demonstrating agreement with the relevant experimental data for both cathode side forced and free convection PEMFC. In the forced convection fuel cell, good agreement of the global polarization curve was obtained by comparing 2D simulation results with experimental data from Noponen et al (2004). Local current density comparison shows that a maximum value of 1.16 A/cm$^2$ is predicted by computer simulation. This is close to the experimental result of 1.24 A/cm$^2$, with 6% uncertainty. In terms of the temperature profile comparison, an increase of 4.5°C is obtained for the cathode catalyst layer, and this is within the temperature range of 4-6°C measured by Vie and Kjelstrup (2004). In the ABFC, the model is validated through reasonable comparison with experimental data from Wang et al (2005), and a time dependent methodology is required to simulate the air breathing process.

Concerning mass transport enhancement for forced convection fuel cell, a flow structure which delivers the reactant transversely to the MEA using an impinging jet configuration at cathode side is proposed and modeled to examine its effectiveness, especially at high current densities. Comparative studies between straight channel and single impinging jet with different permeability values of net flow distributor (1e-10 m$^2$ and 1e-08 m$^2$) and GDL (1e-12 m$^2$ and 1e-09 m$^2$) was performed. For enhanced performance with a single impinging jet, a macro-porous GDL with permeability of 1e-09 m$^2$ combined with lower net flow distributor permeability of 1e-08m$^2$ is required, as it allows the jet to penetrate the GDL towards catalyst layer with the minimum pressure drop and yet is able to maintain water content from direct dehumidification by the jet. Compared to the channel flow, a single impinging jet can improve fuel cell performance up to 80% at high current densities.

For free convection air breathing PEM fuel cell (ABFC), the effect of geometric factors (e.g. channel length and width), device orientation (horizontal placement, alignment with gravity or at an inclined angle), and O$_2$ transfer configuration (channel vs. planar) are investigated. It is noteworthy to mention that when anode inlet is fully humidified, electro-osmotic drag (EOD) outweighs back-diffusion for water transport across the membrane, and consequently risks anode membrane dehydration. Planar ABFC can outperform the channel design by about 5%, and the performance enhancement is more significant at higher current densities (e.g. 0.4 A/cm$^2$). It is noted that the transport phenomena in the cathode channel of ABFC is closely linked to the geometric design and length scale of the cell. For channel ABFC with an adequate opening size (e.g. 3mm x 3mm x 5cm), the flow is reaction-convection dominated; whereas for planar ABFC with perforations in which...
cathode channel length scale is restrictive and small (e.g. 3mm x 3mm x 3.5mm), the flow is reaction-diffusion dominated. Therefore, it can be deduced that channel ABFC prefers large channels whereas the planar perforated ABFC prefers the opposite.

Finally, this work contributes to a better understanding of the design for enhanced performance of PEMFC (both forced convection and ABFC). This necessitates an optimal combination of improved reactant mass transport for electrochemical reaction and concurrently keeping the right membrane water content for ionic transfer without causing flooding of the GDL.

A few suggestions for R & D to enhance PEMFC performance are listed as follows:

1. To couple the impinging jet configuration with a baffle in the flow distributor to convert the diffusion transport to convection transport in the GDL.
2. To analyze round shaped MEA for ABFC, as it could provide higher peripheral area for fresh air entrainment during the air breathing process.
3. To implement flow pulsation for higher diffusion rate across GDL.
4. To use wavy walls for flow channel and/or GDL for mass transfer enhancement. The parametric study on the variation of wavy wall amplitude between parallel (geometrical constriction, $\alpha = 1$) and inter-digitated ($\alpha = 0$) can also be explored.
5. To vary the temperature along channel flow in order to alleviate the flooding problem. However, feasibility study from the operating point of view has to be carried out first in order to establish the proof of concept.
6. To design variable permeability GDL so that lower permeability is present at the higher reaction side. Manufacturing issues have to be addressed in order to see whether it is achievable.
7. To taper the parallel channel wall in order to suppress the species concentration boundary layer and improve mass transport process across porous GDL.
8. To use fractal flow channel as flow distributor. Earlier work on this design had been advocated by Bejan (2000) to solve for fluid flow and thermal management issues. However, the application of fractal channel in PEMFC for gas management is rarely seen in the open literature.
9. To investigate the effect of intermittent pulsation to flush out water. This will involve the study on the transient effect of the flooding phenomena in PEMFC, with sudden rise in flow rate for short durations to flush out accumulated moisture.
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Fluid dynamics in a lab-scale model tundish was simulated using computational fluid dynamics (CFD) incorporating the standard \( k-\varepsilon \) turbulence model and the multiphase volume of fluid (VOF) model. A cold flow simulation was carried out using water to replace liquid steel, which has the same kinematic viscosity as molten metal. Numerical results show flow characteristics in the tundish and the corresponding residence time distribution. Several tundish configurations are proposed by modifying shape of tundish or by using interior dams. The hydrodynamics of liquid flow in these tundish were studied to reduce the fraction of dead volume zones and augment nonmetallic inclusions to float into the slag. Such explorations improve our understanding of the hydrodynamics of liquid flow in tundish and contribute to an optimized operation. Modeling can thus lead to improved tundish designs.
Modeling of Flow behavior in Tundishes: Effect of Geometric Modifications

1. Introduction

A tundish is a shallow, rectangular refractory-lined metallurgical vessel through which molten metal flows before solidifying in the continuous casting mould. It is the most important link between the ladle, the batch vessel and the casting mould with a continuous flow of metal in a continuous casting operation and it serves both as a metal reservoir and as a distributor. Figure 1 shows the construction of a tundish in the steelmaking process. The tundish is divided into two sections, namely, the inlet section and the outlet section. The molten steel is fed from the ladle into the tundish at the inlet section, while the molten steel is fed into the molds from the tundish at the outlet section. At the bottom in the outlet section, the tundish has a nozzle with slide gates or stopper rods in order to control the metal flow into the mold. The tundish is an important component in the steel production processes with two main functions.

Figure 1: Tundish in steelmaking process

First, the tundish serves to deliver molten steel to the molds at a constant rate and at a constant temperature. The delivery rate into the mold is kept constant by maintaining a constant depth of molten steel in the tundish. When incoming supply of the molten steel is stopped during an exchange of the ladles, the tundish holds sufficient metal to provide a continuous flow to the mold. Moreover, the delivery rate is also controlled by the slide gates or stopper rods at the outlet section. In this manner, the tundish provides more stable stream patterns to the mould.

Second, the tundish serves as a refining vessel to float out detrimental inclusions into the slag layer. Inclusion formation and contamination of molten steel is caused by reoxidation of the melt by air, oxidizing ladle slag being carried over, entrainment of the tundish and ladle slag and also, emulsification of these slags into the molten steel. The slag layer which provides thermal insulation and protects the molten steel from air also absorbs inclusions. Thus, it should be removed as it would cause surface defects to form during subsequent rolling operations and cause local internal stress concentration, lowering the fatigue life of steel. A longer path flow is preferred to prolong the molten steel residence time in the tundish to promote flotation of macro-inclusions into the slag layer. These inclusions should be floated out of the molten steel during the flow through the tundish before being fed into the mold for the production of clean steel. In this manner, the tundish enhances oxide inclusion separation.

It is generally necessary to optimize the features of steel flow in the tundish. With the given outer shape of tundish it is possible to optimize by adjustments of the internal arrangement e.g. by installation of different elements (dams, weirs, baffles) [1-2]. Efforts are being made worldwide to obtain the most favorable shape of tundish interior by including dams, overfills and partitions, which favor nonmetallic inclusions floating into the slag, and also reduce the share of dead zones, short-circuit flow [3-4].

Some researchers in the past used the water model to evaluate the existing or new tundish design configurations. For example, Dainton used water model to develop a novel Tundish flow system incorporating a new turbulence suppresser design [8]. However, water model operations are expensive and time-consuming. More researchers uses numerical model to simulate the liquid behaviors in the tundish to explain the effect of tundish working space shape and steel flow conditions on the inclusion floating processes, or to evaluate the new designs of tundish geometries. Merder, et al (2007) developed a mathematical model to study the fluid flow phenomena taking place in continuous casting tundish—a six-strand tundish of a capacity of 30 Mg liquid steel [9]. Numerical results include spatial distribution of the velocity vectors, temperature of steel.
flowing in the tundish, etc.

The primary purpose of this investigation was to develop a computational fluid dynamics (CFD) model to simulate the flow behaviors in the tundish. Different tundish configuration designs by modifying the tundish shape and using interior dams, baffles, etc are proposed and the flow behaviors in these tundishes are evaluated by numerical simulation. A water-model facility was also constructed and the experiments were carried out on some tundish configuration designs. Experimental data were compared with the numerical results. Numerical results improved our understanding of the flow dynamics in the tundish. Such process contribute to reduce the time and cost of novel tundish geometry.

2. Physical Modeling of Tundish Flow Behavior—Water Model Study

To assess the effectiveness of the devices and to optimize the tundish design, a water model study was conducted to simulate the melt flow. In the physical modeling, a full or reduced scale tundish model was designed based on appropriate similarity criteria (Froude similarity) in which the flow of molten metal was simulated by the flow of water. The flow of molten steel is simulated by the flow of water as it has similar kinematic viscosity. If water flow in the model is a realistic representation of the actual tundish melt flow, it may be used to study various aspects of the melt flow in a tundish, including the flow behavior in tundish steady state operation and vortex formation during the draining of the melt from the tundish.

Figure 2 shows the experimental set-up used to study the flow behavior in the tundish at steady state operation. A glass tank is used to represent the tundish. It was designed based on an industrial tundish, by scaling down by 1/3. It is 1520 mm in length, 320 mm in width and 600 mm in height. The inlet nozzle is 150mm away from the left side of the tundish while the outlet nozzle is 150mm away from the right side of the tundish. The inlet nozzle is submerged to a height of 200mm from the bottom of the tundish for the experiments conducted with an initial water level of 300mm. The tundish is filled to an initial water level of 300mm. A water pump is then switched on and the flow control valve knob at the outlet is fully opened. The water is pumped in via the pump and filter into the tundish inlet at a flow rate of 40L/min. Under this inflow rate, the water level in tundish remains constant, indicating a steady state operation. The water is drained away from the outlet nozzle.

The inlet water from the nozzle impinges on the tundish bottom. Then, the water jet separates into several steams. These steams travel through the middle part of the tundish and finally, reach to the outlet nozzle. The flow pattern of the water jet is very important; it provides information for inclusion flotation and steel quality control. To observe the fluid flow characteristics during steady state and unsteady state operations of the simulated tundish, a tracer (food dyes) was injected at a constant rate into the inlet water jet, to provide a good indication of the overall flow behavior. Some detail about the flow behavior was obtained by post-processing of photos and videos recorded by the digital video camera.
3. Mathematical Modeling

Water modeling is a very convenient and useful method to gain a good understanding of the overall flow behavior in the tundish. It can quickly indicate any abnormalities or undesired flow characteristics, such as short-circuiting. Effects of various flow control devices in improving the overall flow characteristics can also be easily studied. In addition, many aspects of the flow that can be simulated in a water model are difficult to simulate mathematically. But, mathematical modeling provides detailed information about velocity, turbulence and temperature fields as a function of location and time which is difficult to obtain via experiments. Thus, the two modeling techniques should be considered as complementary to each other, each with its own advantages and shortcomings.

3.1 Governing Equations

The tundish, flow is two phase with presence of air and water. To catch the air-water interface, the volume of fraction (VOF) two phase model is applied in the CFD model. For the incompressible water–air flow, the continuity equation of the VOF model is

$$\frac{\partial a_w}{\partial t} + \frac{\partial}{\partial x_j} (a_w \bar{u}_j) = 0$$  \hspace{1cm} (1)

where $a_w$ is the volume fraction of the water phase in the two-phase flow. The volume fraction of air in the tundish is computed based on the following constrain:

$$a_g = 1 - a_w$$  \hspace{1cm} (2)

In the VOF model, only a single set of momentum equations (water phase) needs to be solved. Then, a common flow field is shared by the two-phase flow at each interface:

$$\frac{\partial (\rho_m \bar{u}_i)}{\partial t} + \frac{\partial}{\partial x_j} (\rho_m \bar{u}_i \bar{u}_j) = \frac{\partial P}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ \mu_{eff} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) \right] - \frac{\partial}{\partial x_j} \left( \rho_m \bar{u}_i \bar{u}_j \right) + \rho_m \bar{g} + F_{vol} $$  \hspace{1cm} (3)

The surface tension can be written in terms of the pressure jump cross the surface. The force at the surface can be expressed as a volume force using the divergence theorem. It is this volume force that is the source term which is added to the momentum equation. It has the following form:

$$F_{vol} = \sigma_{i,j} \frac{\rho k_i \nabla a_i}{0.5(\rho_i + \rho_j)}$$  \hspace{1cm} (4)

$\sigma_{i,j}$ is the surface tension coefficient between phase $i$ and $j$.

Here the Reynolds decomposition is given by $u_i = \bar{u}_i + u'_i$. In this study, the standard $k$-$\varepsilon$ turbulence model was applied to simulate the flow turbulence. The turbulence kinetic energy, $k$, and its dissipation rate, $\varepsilon$, are obtained from the following transport equations:

$$\frac{\partial \rho k}{\partial t} + \frac{\partial}{\partial x_j} (\rho k u_j) = \frac{\partial}{\partial x_j} \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} + G_k - \rho \varepsilon$$  \hspace{1cm} (5)

$$\frac{\partial \rho \varepsilon}{\partial t} + \frac{\partial}{\partial x_j} (\rho \varepsilon u_j) = \frac{\partial}{\partial x_j} \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} + C_{1_\varepsilon} \frac{\varepsilon}{k} G_k + C_{2_\varepsilon} \frac{G_k}{k} - C_{2_\varepsilon} \frac{\varepsilon^2}{k}$$  \hspace{1cm} (6)

In these equations, $G_k$ represents the generation of turbulence kinetic energy due to the mean velocity gradients. $G_b$ is the generation of turbulence kinetic energy due to buoyancy. $C_{1_\varepsilon}$, $C_{2_\varepsilon}$, $C_{3_\varepsilon}$ are constants. $\sigma_k$ and $\sigma_\varepsilon$ are the turbulent Prandtl number for $k$ and $\varepsilon$, respectively.

The properties of water and air used in this study are summarized in Table 1.
Table 1 Properties of water and air

<table>
<thead>
<tr>
<th>Properties</th>
<th>Water</th>
<th>Air</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m$^3$)</td>
<td>1000</td>
<td>1.225</td>
</tr>
<tr>
<td>Viscosity (kg/m·s)</td>
<td>0.07</td>
<td>0.7894e-05</td>
</tr>
<tr>
<td>Surface tension (N/m)</td>
<td>0.072</td>
<td>-</td>
</tr>
</tbody>
</table>

3.2 Computational Domain and Mesh

Several tundish designs are proposed and simulated in this study and their fluid flow behavior is evaluated by the physical and mathematical modeling. Figure 3 shows the computational domain and mesh used. These correspond to the tundish configuration described in Figure 2. In this design, no dams and interior baffles are used inside the tundish to regulate the melt flow. The computation domain consists of an inlet nozzle, the top surface which is open to ambient environment, the outlet nozzle. The domain is divided into a non-uniform three dimensional grid. In the inlet section, the jet flow from ladle is highly turbulent and thus a fine mesh is applied in this area, as shown in Figure 3. Also, near the outlet nozzle, a fine mesh is used due to the turbulent flow draining out from the outlet nozzle. Grid independence was tested by increasing the grid point numbers by 1/3 in all three dimensions. The mesh size shown in Figure 3 is about 8 M memory. Of course, a finer grid takes more computer time but generally results in a more accurate solution. Thus, a balance has to be struck between the accuracy of solution and computer time.

(a) Computation domain of the simulated tundish

(b) Computational Mesh of the simulated tundish

Figure 3 Computation domain and mesh for the simulated tundish

3.3 Initial and Boundary Conditions

Several tundish designs were proposed and tested in this paper. Boundary conditions depend upon the specific geometric design, but the most commonly used boundary conditions are presented here. The boundary conditions imposed are as follows:
- No-slip boundary conditions at the side and bottom of solid walls
- Normal velocity components and the normal gradients of all other variables (momentum and scalar transport properties) are assumed to be zero at the free surface and at symmetry planes.
- Top surface, \( P=0 \)
- At the jet entry, the jet flow rate was measured to be 40L/min. Generally, the jet flow is in the highly turbulent range, a flat velocity profile was assumed.
- Pressure out boundary condition is assumed at the Submerged Entry Nozzle (tundish outlet). That is, \( P=0 \).

The initial and boundary conditions are:
- Inlet mass flow rate (ladle shroud nozzle): 40 L/m
- Initial water level: 0.392 mm

### 3.2 Solution Procedure

The continuity, momentum equations were solved using the computational fluid dynamics package FLUENT 6.3. The numerical algorithm used is known as PISO [15] for the filling simulation. A criterion for convergence in all cases simulated here were established when the sum of all residuals for the dependent variables was less than \( 10^{-4} \). The time step size used is 0.01s. In this simulation, the ladle shroud nozzle is first open and water is filling into the tundish. An equilibrium state will be arrived after a certain time. When the equilibrium state arrives, the water level in the tundish is kept constant and it is tundish steady state operation. Then, the idle shroud nozzle is close and allows the water in the tundish drain out. The drainage process is called as tundish unsteady state operation. Under both steady and unsteady state operations, the flow behavior in tundish is simulated using the unsteady solver.

### 4. Liquid Flow Behavior in the Baseline Reference Case

Given an inlet jet flow rate and initial water level, the water level will drop due to the drainage of water from the outlet nozzle, resulting a decreasing outlet flow rate. At a certain water level, the inlet jet flow rate matches the outlet flow rate and then, a steady state is reached. Figure 4 shows the mass fraction distribution of water in the tundish under the steady state operation. The water level is kept constant during subsequent computation and calculated to be 0.38 m, corresponding to the value measured by the physical modeling. The average theoretical residence time of steel in the tundish is defined as a ratio of the steel volume in tundish and the steel flow rate from the tundish. In the equilibrium state, the corresponding average residence time is 8.9 Min.

![Figure 4 Volume fraction of water in the tundish without dams at steady state](image)

Figure 5 shows the flow pathelines in the tundish without dams when the steady state is reached. From Figure 5, it was found that the flow of water from the ladle shroud nozzle divides itself into two separate flows after the fall on the bottom wall and heads in the horizontal direction. One of these two flows heads to the left side wall of the tundish, rises up along the wall and then descends. This cause a big circulation zone (CZ) observed on the left side of the shroud nozzle. The other flow heads in the horizontal direction on the right side of the shroud nozzle. However, the flow also divides itself into three separate flows at a distance of 100mm close to the nozzle. One stream flows back and forms a large circulation...
zone on the left side of the shroud nozzle. The second flow deviates from the horizontal direction and forms the third circulation zone at the upstream of the casting nozzle. The third flow heads to the casting nozzle along the bottom wall. The residence time of this flow should be less than the average one. It can be called “short-circuit” flow. When the incoming liquid steel practically immediately gets into the outlet of the tundish, it is undesirable with regard to steel purity and thermal homogeneity of cast steel in individual strands. In Figure 5, three big circulation zones were observed inside which the residence time of flow is longer than the average one and can be called “dead volumes”. Dead volume is defined [3] as the volume where the liquid steel stays in tundish longer than the double of the average residence time. Existence of dead volume can substantially decrease the active volume of the tundish. It can also lead to the unsteady temperatures of steel cast in individual casting strands and so lead to the increase of breakout danger.

Figure 5 Flow pathlines in the tundish without dams at the steady state (without pads and dams, stop rod is included)

5. Liquid Flow Behavior in Several Tundish Configurations

5.1 Tundish Configuration (TC) II

Figure 6 shows other tundish configurations tested in this study. This tundish has a length of 1520 mm, width of 320 mm and height of 600 mm. The ladle shroud nozzle has a diameter of 52mm and the casting strand nozzle is 36 mm in diameter. At the bottom wall, there are two blocks: One is the impact pad of 300×300×90mm and putted under the ladle shroud nozzle. Its function is to reduce the turbulence energy caused by the filling liquid steel jet from the ladle. Another is the stepping dam of 300×62×62mm and putted at a location x=1088 mm. Since the geometry is symmetry on the x-z plane, only half of the geometry is computed.

Figure 6 The proposed tundish configuration II

Figure 7 shows the corresponding flow pathlines in the tundish with dams when the steady state was reached. Compared with Figure 5, it was found that the flows in the tundish were redirected by the impact pad under the shroud nozzle and the dam located in front of the casting nozzle and a relative homogenous residence time of flows was achieved. The used impact pad fully inhibited the direct flow to the casting nozzle along the bottom wall-the “short-circuit” flow and increased
its residence time. Also, the impact pad reduced the sizes of the two circulation zones near to the shroud nozzle. The third circulation zone observed in Figure 5 almost diminished due to the stepping dam locating in the front of the casting nozzle. Present results show that the introduction of an impact pad, dams, etc can redirect the flow movement and reduce “short-circuit” flow and dead volumes in the tundish. A small dead zone is observed near the bottom dam. Compared with Figure 5, the flow movement is more gentle and homogenous in this new tundish configuration.

![Figure 7 Flow pathlines in the tundish with configuration II at the steady state (with impacting pads and dams, stop rod is included)](image)

5.2 Tundish Configuration (TC) III

Figure 8 shows the third tundish configuration proposed and modeled in this study. It has a length of 1200 mm, width of 300 mm and height of 600 mm. The tundish is bit shorter than the first one. Near the inlet nozzle, a solid baffle with a dimension of $5 \times 300 \times 150$ mm is installed at the position 300 mm away from the left side of the tundish and 200 mm above the bottom. This baffle severs to regulate the inlet flow. A dam with dimensions of $5 \times 300 \times 100$ mm and four slots of length 15 mm each is placed at a distance D, 900 mm from the left side of the tundish. This dam serves to regulate the flow near the bottom of the tundish and its structure is shown in Figure 11 (b). The distance D can be modified in physical or mathematical modeling. In this case, no stop rod is included. The outlet nozzle diameter is 20 mm and when the water inflow rate is 40 L/m, the water level is kept at 290 mm above the tundish wall in early tests. The aim of this tundish configuration is to demonstrate the effect of the upper baffle and slotted bottom dam on the flow behavior in the tundish.

![Figure 8 The proposed tundish configuration III](image)
Figure 9 shows the simulated flow pathline in the third tundish design with an upper solid baffle and a slotted bottom dam. It was observed that the flow from the inlet nozzle impinges on the bottom wall of the tundish and then splits into two flows: one of the flows deflects upwards towards the left wall of the tundish, rises up and then descends down back into the incoming water jet, resulting in a recirculation zone located at the left side of inlet nozzle. The other flow deflects upwards towards the right of the inlet nozzle and also rises up. But, only a small part of this flow can drop down back into the inlet jet. Due to the block of the upper solid baffle, most of the flow cannot circulate back into the nozzle and was forced to move forward to the outlet section of the tundish. The flow pattern shown in Figure 9 demonstrates that the central region of the tundish exhibits smoother flow transition. Thus, the upper solid baffle contributes to stop the back flowing and regulate the flow in the tundish.

From Figure 9, it can be observed that the liquid flowing horizontally along the tundish bottom is blocked by the second slotted dam near the outlet and was lifted towards the surface layer. In this manner, the short-circuit passage observed in TC1 was diminished. In addition, the slots in the second dam permit the liquid to flow through the dam and thus, eliminate the small dead zone, which is caused by the solid dam and is observed in TC2. Thus, a slotted dam is better than the solid one because the slots are helpful to eliminate the small dead zone.

![Figure 9 Flow pathlines in the tundish with configuration III at the steady state (with a upper solid baffle and bottom dam with slots, no stop rod is included)](image)

### 5.3 Tundish Configuration (TC) IV

Figure 10 shows the fourth tundish configuration (TC 4) proposed in this study. It has a length of 1200 mm, width of 300mm and height of 600 mm. Near the inlet nozzle, a dam with a dimension of 5×300×300 mm is installed at the position 300mm away from the left side of the tundish and the distribution of holes in dam is shown in Figure 11(b). This baffle serves to regulate the inlet flow. A dam with a dimensions of 5×300×100mm and four slots of length 15mm each is placed at a distance D, 900 mm from the left side of the tundish. This dam serves to regulate the flow near the bottom of the tundish. Also, in this case, no stop rod is considered. The aim of this tundish configuration is to demonstrate the effect of the dam with holes on flow behaviors in tundish.

Figure 12 shows some results of the flow visualization experiment conducted with the aid of a dam with holes placed near the inlet nozzle replacing the solid dam in the experiment earlier and a dam with slots is placed near the outlet nozzle at D=80mm. It was observed that upon entering the inlet nozzle, the flow hits the bottom of the tundish and is split into two flows as mentioned earlier. However, the flow that circulates towards the right of the tundish is filtered by the dam with holes and as a result, very smooth clean flow enters the right of the tundish via the holes, thus smoothening out the turbulence entrancing from the inlet nozzle. In addition, the short- cut passage is crippled by the present of the dam with slots near the outlet nozzle and the dead zone is absent behind the dam due to the slots present.
Figure 10 The proposed tundish configuration IV

(a) Dam with homogeneous distributed holes   (b) Dams with slots

Figure 11 The structure of dams with holes (a: diameter: 20 mm) and with slots (b)

Figure 12 Flow pathlines in the tundish with configuration IV at the steady state (with a holed baffle and bottom dam with slots, no stop rod is included)
Figure 13  The transient flow behaviors in the tundish configuration III (Red food dye was used to show the liquid movement)
6. Comparison with the Physical Modeling Results

The physical modeling (water model study) was also carried out for the configurations TC III and TC IV. Food dyes were used to visualize the liquid movement in the tundish. Here, we make a qualitative comparison with numerical results with the experimental one. The detailed and quantitative comparison will be carried out later when the advanced flow visualization equipments are ready.

Figure 13 shows a sequential snapshot of liquid movement in the tundish, in which food dyes are added into the incoming jet and visualize how the liquid movement in tundish. Figure 13a shows that the incoming jet impinges on the bottom of the tundish. The incoming jet splits into two flows as shown in Figure 13b: one of the flows deflects upwards towards the left wall of the tundish, rises up and then drops down back into the incoming water jet, resulting in a recirculation zone locating at the left side of inlet nozzle. This can be seen in Figure 13c. The other flow deflects upwards towards the right of the inlet nozzle and also rises up. Due to blockage due to the upper solid baffle, most of the flow cannot circulate back into the nozzle and was forced to move forward to the outlet section of the tundish, as shown in Figures 13c~d. From Figures 13d~e, it can be observed that the liquid flowing horizontally is blocked at the second slotted dam near the outlet and was uplifted towards the surface layer. In this manner, the short-circuit passage observed in TC I was diminished. Figure 13f shows the liquid from the incoming jet has reached to the outlet nozzle and also, some liquid was observed to flow through the slots in the second dam. Thus, no dead zone exists near the second dam. Compared with the predicted flow pathlines shown in Figure 9, the physical modeling results show a very similar liquid movement. Some important phenomena are predicted well such as the recirculation zone, flow rising up, etc.

7. Concluding Remarks

A three-dimensional numerical simulation has been carried out to study the flow behavior in an lab-scale model tundish. Tundish designs with/without interior dams are compared. It was found that undesirable short-circuit flow, dead volumes exist in the proposed tundish designs. The introduction of an impact pad and a stepping dam will modifies the flow in the tundish and inhibits the short-circuit and dead volumes. This can improve tundish performance and hence steel quality.

Furthermore, water model study of some tundish designs was also conducted. A qualitative comparison shows that both numerical simulation and physical modeling results demonstrate a similar flow movement in the tundish. In this preliminary study, only four basic tundish geometric designs are discussed. Additional designs and their steady/unsteady performance will be investigated in the next phase of this project.
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Baking is a complex process that brings about a series of physical, chemical and biochemical changes in a product such as volume expansion, evaporation of water, formation of a porous structure, denaturation of protein, gelatinization of starch, crust formation and browning reaction. Four quality attributes - i.e., bread crumb temperature, moisture content, volume increase and surface color - represent bread acceptability in terms of various aspects. The objective of this study is to develop a model that predicts these attributes as a function of the baking conditions continuously. An artificial neural network (ANN) was used to obtain such a model of bread quality attributes during baking.

Using hot air impinging jets for baking of bread can provide a good compromise between texture and appearance. As the hot air impinging jets were employed for baking, the baking control parameters were the jet temperature, the jet velocity, and the time elapsed from the beginning of the baking. The data used in the training of the network were acquired experimentally. In addition, using the data provided by ANN, a multi-objective optimization algorithm was employed to achieve the optimum baking control parameters that satisfy all of the quality indexes. Also, impingement heat transfer distribution effects on bread baking was investigated by numerical simulation and related to the bread color. Considerable effect of local variations in impingement heat transfer and nonuniform nozzle exit velocity distribution on the color of baked bread was observed.
Mathematical Modeling of Bread Baking in an Impingement Oven

1. Introduction

Bread texture is chiefly developed by starch gelatinization. Starch gelatinization is the most important quality attribute of the bread, which contributes to the sensory acceptability. On the other hand, Zanoni et al. [1] indicated that starch gelatinization completes at crumb temperature of about 100°C. Thus, crumb temperature was chosen as the first parameter representing the bread quality. Another parameter considered is bread moisture content (ratio of bread water mass to total mass), which not only influences the bread texture but is a significant factor from a staling viewpoint; i.e., lower water content downgrades the bread quality, whereas higher water content postpones the staling of the bread [2]. In addition, for bread producers, the lower the weight loss, the higher the profit margin. Bread thickness is another factor contributing to bread acceptability. The maximum increase in bread volume is desirable, particularly in bread. None of these three parameters are directly related to bread appearance. The key factor that contributes to consumer preference, of course, is its surface color.

As the physicochemical principles governing the bread baking process (e.g., surface color and volume change during baking) are not completely illuminated and understood, the ANN modeling is an appropriate method to relate the oven condition with bread quality attributes without requiring prior knowledge on the mechanisms involved in the process [3]. Further information about the state of the art in mathematical modeling of the baking process can be found elsewhere (Sablani et al., 1998; Mondal and Datta, 2008) [4–3].

Thus, in this study, ANN was used to obtain such a model of bread quality attributes during baking. In all of earlier works (also the studies which did not used ANN for modeling); various models were developed to describe one of the quality attributes individually as a function of baking control parameters. If two or more quality attributes were to be predicted, two or more separate ANN models were developed, respectively. Although these models are not pointless, the second aim of this study is acquiring the specific baking condition which causes all of the quality attributes to lie in the acceptable range. Therefore, there must be a model which calculates four quality attributes simultaneously from the input variables. This model provides the required data for optimization algorithm.

Here, in this study, multi-objective Genetic Algorithm (GA) was employed to find the optimum baking control parameters which satisfy all the quality indexes. The GA uses ANN model to produce its required data. Multi-objective optimization means that two or more objectives (here, four baking parameters) are optimized simultaneously. Otherwise, that is, if a multi-objective optimization was not applied, one of the quality indexes should be optimized using a single objective optimization algorithm while the other quality attributes have to be constrained to some predefined limits. Indeed, this method was resulted in one of the solutions rather than the best solution. However, using multi-objective optimization algorithms, a set of different solutions are provided from which the best one is selected due to the designer preference.

In the domestic forced convection oven (“hot air oven”) the temperature distribution in the cavity is much more even than in a traditional static (“top-bottom” heated) oven. However, the surface browning of food cooked in hot air ovens can be uneven. This is an effect of the inherent non-uniformity of the air velocity distribution, resulting in different local heat fluxes. [6] The hot air oven is one type of forced convection oven where the air flow is largely parallel to the bread surface (Fig. 1); another is the impingement oven (Fig. 2), in which the hot air jets impinge normally on the baking surface. Air jet impingement units are used in various industrial processes for efficient heat and mass transfer operations such as in textile and paper drying, electronics cooling, metal annealing, glass tempering, etc., because of the high heat and mass transfer rates attainable with such convection designs. Mujumdar [7] has given a concise but comprehensive summary of impingement drying.

These systems have found many applications in industrial food processing in the last two decades. Li et al. [8] compared large impingement ovens and the combination of impingement and microwaves and found large differences to industrial hot air ovens. Walker et al. [9] and Henke et al. [10] in general describe impingement ovens. Considerable reduction in process time and improvement in product quality can be obtained using this technique. [11–13]
In impingement oven design, it is important to select the jet configuration very carefully since a two- or fourfold decrease can occur due to errors in the selection of nozzle geometry, spacing, etc. Polat [14] provided an excellent review of impinging jet heat transfer. Several recent papers also deal with impinging jet heat transfer with a variety of jet designs and include important effects such as those of jet multiplicity,[15] complex geometries such as noncircular nozzles,[16] effects of cross-flow,[17] effect of large temperature differences,[18] etc. The jet configuration used in this study cannot be considered truly optimal but is a reasonable design based on literature recommendation.[19, 20]

A point of concern when using air impingement systems is the wide variation of heat transfer coefficient on the surface of a product. This can cause undesirable variation in certain quality attributes. Previous studies have indicated that air impingement systems can result in localized hot and cold spots on the surface of a food. [21] Practically, two sources of non-uniformity exist: local convection heat transfer coefficient variation and non-uniformity of jet temperature and velocity in oven cavity. Computational fluid dynamics simulations were carried out in our laboratory to examine the impingement heat transfer characteristics. [22-25] Improvement is done by implementation of a proper turbulence model $(v^2 - f)$ in these simulations for accurate prediction of the oven heat transfer uniformity effects on bread during baking.

Figure 1: Forced convection oven used for bread baking (Technopokht Company, Iran, 2007)

Figure 2: Schematic of bread baking in an Impingement Oven

### 2. Experiments and Mathematical Models

#### 2.1 Experiments

An experimental oven was custom designed and constructed to study the bread baking. It is equipped with electrical heaters and PID controllers to facilitate oven temperature control. The belt width is 72 cm, and the total active length for baking is 1 m. In this oven, jets of high-velocity hot air impinge perpendicularly onto the dough surface. The air jets are directed onto the product from above and below through “fingers” faced with sets of plates perforated with jet holes or nozzles, each 1.2 cm in diameter. There are four top and four bottom fingers within baking zone. Each finger is 16 cm wide
and reaches across the entire width of the conveyor. The four bottom jet plates are located 6 cm below the conveyor belt. The top fingers, available in different heights to accommodate different baking products, contain five rows of 13 holes arranged in a staggered pattern. For our study it is fixed at $H/D = 7$. The jet holes are punched in the form of dimpled nozzles, the design of which helps to increase the effective air velocity and reduce the friction loss between the finger and the air. The air propelled by the centrifugal fan enters the baking chamber by passing through holes in both the top and bottom fingers and is recycled by passing between the fingers back into the fan inlet. The air jet exits the nozzles at 1–10 m/s. A schematic of the oven is presented in Fig. 3.

![Figure 3: Front and top view of experimental set up (all dimensions in cm)](image)

Using suitable sensors, a measurement and recording system was implemented. Pt-100 probes were used for temperature measurement. A new measurement system was developed for an on-line measurement and recording of bread weight. Thickness and color of the bread surface were measured using an image processing technique with two digital cameras (Fig. 4). The change of the front side of the bread was used to determine the change in bread thickness. For volume change, a Sony Cyber-shot 7.2 MP digital camera was placed horizontally and photos were taken every 30 s for 25 minutes of baking time. Bread cross-sectional area was calculated from the pixel numbers that are counted using the well-known MATLAB software.

![Figure 4: measuring of thickness and color of the bread surface during baking using image processing method](image)

The surface color was first calculated using our MATLAB software in the RGB system from photos taken every 30 seconds with a digital camera (Samsung 4 MP) and then converted to the $l^{*}a^{*}b^{*}$ space. CIE 1976 ($l^{*}a^{*}b^{*}$) color space was selected to measure the color values not influenced by illumination and also the fine differences in color can be recognized well in comparison to other color spaces. The $l^{*}$ parameter represents the lightness of the color which ranges from 0 to 100 (black to white). The $a^{*}$ parameter is between -120 and +120 (green and red) and the $b^{*}$ parameter is between -120 and +120 (blue and yellow). To acquire the parameters $l^{*}a^{*}b^{*}$ space, first the color space must be converted from RGB to XYZ and then to $l^{*}a^{*}b^{*}$. Conversion between color spaces must be done using a white reference. In this study, white
photographic paper was taken as the true white reference. The correlations for color space conversion from RGB to XYZ are as follows:

\[
X = 0.4124g\left(\frac{R}{255}\right) + 0.3576g\left(\frac{G}{255}\right) + 0.1805g\left(\frac{B}{255}\right)
\]

\[
Y = 0.2126g\left(\frac{R}{255}\right) + 0.7152g\left(\frac{G}{255}\right) + 0.0722g\left(\frac{B}{255}\right)
\]

\[
Z = 0.0193g\left(\frac{R}{255}\right) + 0.1192g\left(\frac{G}{255}\right) + 0.9505g\left(\frac{B}{255}\right)
\]

Where:

\[
g(p) = \begin{cases} 
 p > 0.04045 & \rightarrow 100\left(\frac{p + 0.055}{1.055}\right)^{2.4} \\
 p \leq 0.04045 & \rightarrow 100\left(\frac{p}{12.92}\right)
\end{cases}
\]

It should be mentioned that the values of R, G and B in RGB color space are between 0 and 255. To convert the color space from XYZ to \(l^*a^*b^*\) the following correlations were used:

\[
l^* = 116h\left(\frac{Y}{Y_w}\right) - 16
\]

\[
a^* = 500\left[h\left(\frac{X}{X_w}\right) - h\left(\frac{Y}{Y_w}\right)\right]
\]

\[
b^* = 200\left[h\left(\frac{Y}{Y_w}\right) - h\left(\frac{Z}{Z_w}\right)\right]
\]

Where:

\[
h(q) = \begin{cases} 
 q > 0.008856 & \rightarrow \sqrt[3]{q} \\
 q \leq 0.008856 & \rightarrow 7.787q + 16/116
\end{cases}
\]

Where \(X_w, Y_w\) and \(Z_w\) are the reference white values in XYZ space. The image of the reference white should be taken at the same illumination as for the other images. In this study, the values of \(X_w, Y_w\) and \(Z_w\) were obtained as 0.9705, 1 and 0.7441, respectively. The total color change of the bread is defined as follows:

\[
\Delta E = \left(\left(l^* - l_o^*\right)^2 + \left(a^* - a_o^*\right)^2 + \left(b^* - b_o^*\right)^2\right)^{1/2}
\]

Where \(l_o^*, a_o^*, b_o^*\) were the initial values of bread before baking. These were obtained as 92, -2 and 31, respectively.

## 2.2 Sample Preparation

After complete mixing of the dough, it was divided into 250g pieces and kept for 15 minutes. Then, the dough was shaped, punched with the fingers (to obtain small and spatially uniform gas distribution) and placed into an incubator for 35
minutes at a relative humidity of 80% at 35 °C until its thickness reached 2 cm. Each loaf of bread was composed of 135 g (54%) wheat flour, 100 g (40%) water and 15 g (6%) salt, sugar, dry yeast and flavors.

### 2.3 ANN Model

As explained earlier, an ANN was developed to model the quality attributes of the bread after baking. The four attributes were bread crumb temperature, moisture content, surface color change, and volume change. The independent variables were baking time, oven jet temperature, and oven jet velocity. The acquired datasets were divided into three subsets. Sixty percent of data sets were used in training, 20% in validation process, and 20% in testing.

A multi-layer perceptron feed forward (MLPFF) network was used to model the quality attributes of the baked bread. These types of networks are one of the most popular and successful neural network architectures that are suited to a wide range of applications such as prediction and process modeling [27, 28]. An MLPFF network comprises a number of identical units named neurons organized in layers, with those on one layer connected to those on the next layer so that the outputs of one layer are fed forward as inputs to the next layer. Any input is multiplied by the connection weight and then a bias (a constant number) is added to the product before introducing to the next layer. The output of each neuron is calculated through a transfer function.

Fig. 5 shows a typical multi layer perceptron (MLP) model which involves 3 layers (input layer, hidden layer and output layer). In presented model the input and output layer had 3 neurons (baking time, oven jet temperature and oven jet velocity) and 4 neurons (bread crumb temperature, moisture content, surface color change and relative volume) respectively.

After investigating various ANN structures, the best case containing one hidden layer with 18 neurons was obtained. A Levenberg-Marquardt algorithm was used in network training. Mean absolute error (MAE) was selected to evaluate the ANN performance during the training process. A hyperbolic tangent sigmoid transfer function was used in the hidden layer and linear transfer function for the output layer.

![Figure 5: Multi layer perceptron model (MLP)](image)

### 2.3.1 ANN Data

All of the baking experiences lasted deliberately for 25 minutes which provided investigators with the comprehensive information to investigate the baking process until full burning. Other oven control variables, i.e. jet temperature and velocity, were changed such that different baking conditions were experienced. Jet temperature was increased from 150 to 250 °C with 25 °C increments. Jet velocity was adjusted at 1, 2.5, 5, 7.5 and 10 m/s. Preliminary experiments had shown that the required input variables which result in acceptable values for quality attributes lies in these chosen ranges. Also, the color and thickness of the bread were recorded 51 times during 25 minutes (every 30 s). Therefore, in total 1275 (5 jet temperatures × 5 jet velocities × 51 recording times) sets of data were acquired experimentally, each of them containing three input variables and four output quality parameters.

### 2.4 Optimization
Using the trained neural network model, the quality attributes of the bread during baking can be calculated using any arbitrary values for the inputs, i.e. oven jet temperature and velocity and baking time. However, the objective here is to obtain the input values for which the quality attributes lie in the acceptable range. In other words, to provide the appropriate condition for the optimum baking, all of the four quality parameters must be as close as possible to the desired values; that is, the following objective functions should be minimized:

\[
\begin{align*}
    g_1(x) &= |f_1(x) - d_1| \\
    g_2(x) &= |f_2(x) - d_2| \\
    g_3(x) &= |f_3(x) - d_3| \\
    g_4(x) &= |f_4(x) - d_4|
\end{align*}
\]  

(10)

Where \( f_1, f_2, f_3, f_4 \) are the bread crumb temperature, moisture content, color change and relative volume, respectively and \( x = \{x_1, x_2, x_3\} \) is a vector comprised of input variables, i.e. time, oven jet temperature and velocity. \( d_1, d_2, d_3, d_4 \) are the desired values for the quality attributes of the bread after baking. Therefore the optimization problem was formulated as follows:

Minimize \( g(x) = \{ g_1(x), g_2(x), g_3(x), g_4(x) \} \)

While:

\[
\begin{align*}
    0 < x_1 < 25 \quad (\text{min.}) \\
    150 < x_2 < 250 \quad (^\circ \text{C}) \\
    1 < x_3 < 10 \quad (m/s)
\end{align*}
\]

(11)

This is an unconstrained and bounded multi-objective optimization problem. Most optimization problems naturally have several objectives to be achieved normally conflicting with each other. It is rarely the case that there is a single point that simultaneously optimizes all the objective functions. Therefore, we normally look for “trade-offs”, rather than single solutions when dealing with multi-objective optimization problems. These sets of solutions are called Pareto optimal sets \(^{[29]}\). So far, different methods have been used to solve the multi-objective optimization problem.

Here in this study, Genetic Algorithm was employed to find the Pareto set. This GA uses the previously developed ANN model to calculate the quality attributes from the randomly selected input variables. After processing and refining the data, a new generation of input variables is provided by GA; that is, applying these values of input variables will give a better quality of the bread at the end of the baking. This process continues until the optimum solution is acquired. NSGA-II is a very famous multi-objective optimization algorithm that used in this study. Details on NSGA-II can be found in Sarkar et al. (2002) \(^{[29]}\).

### 2.5 Numerical Simulation

Usually, wall functions or the so-called low Reynolds number models are introduced to model the region near a wall. Wall functions are used to bridge the viscous wall region. However, the usual wall function approach is based on the assumption that the near-wall flow satisfies a universal behavior, which is not valid in most applications of industrial interest. Low Reynolds number models are usually derived with the use of damping functions or extra nonlinear terms to account for the wall effects in the viscous region. Both are based on the assumption of quasi-homogeneity. These assumptions are not valid in the wall region \(^{[30]}\).

In particular, kinematic effects of the wall, such as the blocking of the normal velocity component, are fundamentally nonlocal and cannot be modeled without introducing an explicit or implicit dependence on the distance to the wall. Durbin \(^{[31]}\) introduced the elliptic relaxation method, which allows the derivation of the wall-proximity models that do not suffer from the above-mentioned shortcomings. The quasi-homogeneity assumption is not used and the terms involving the pressure are solved using a differential equation, the so-called elliptic relaxation equation, which enables the reproduction of the nonlocal effect. The application of this approach to an eddy-viscosity model leads to the so-called \( v^2 - f \) model. It uses \( v^2 \) as a velocity scale, \( f \) as an elliptic relaxation parameter, which accounts for non-viscous wall blockage effects and a switch of the scales from energy-containing to the Kolmogorov range, to account for viscosity effects very close to a wall.
Therefore, it solves two additional equations in comparison with the $k-\varepsilon$ model; i.e., a transport equation for $v^2$ and an elliptic equation for the elliptic relaxation parameter $f$.

$$\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_j} (\rho U_j k) = \frac{\partial}{\partial x_j} \left[ (\mu + \frac{\mu_t}{\sigma_k}) \frac{\partial k}{\partial x_j} \right] + 2\mu S_S - \rho \in$$  

(12)

$$\frac{\partial}{\partial t} (\rho \varepsilon) + \frac{\partial}{\partial x_j} (\rho U_j \varepsilon) = \frac{\partial}{\partial x_j} \left[ (\mu + \frac{\mu_t}{\sigma_\varepsilon}) \frac{\partial \varepsilon}{\partial x_j} \right] + \frac{C_p - C_{\varepsilon} \rho}{T} \in$$  

(13)

$$\frac{\partial}{\partial t} (\rho u^2) + \frac{\partial}{\partial x_j} (\rho U_j u^2) = \frac{\partial}{\partial x_j} \left[ (\mu + \frac{\mu_t}{\sigma_u}) \frac{\partial u^2}{\partial x_j} \right] - 6\rho \frac{\varepsilon}{k} + \rho f$$  

(14)

$$f - L^2 \nabla^2 f = \frac{C_p}{T} \left[ \frac{2}{3} \frac{\varepsilon^2}{k} \right] + \frac{C_p}{k} + 5 \frac{\varepsilon^2}{kT}$$  

(15)

$$\mu = C_k \frac{\varepsilon^2}{T}$$  

(16)

Model constants:

$$C_p = 0.22 , C_L = 0.23 , C_v = 85$$

$$C_k = 0.4 , C_v = 0.3 , C_{\varepsilon} = 1.9$$

$$\sigma_u = 1.3 , \sigma_\varepsilon = 1 , C_v = 6$$

$$C_{\varepsilon} = 1.4 \left[ 1 + 0.045 \sqrt{\frac{k}{\varepsilon}} \right]$$

Stagnation time scale:

$$T = \text{Min} \left[ \text{Max} \left[ k \sqrt{\frac{k}{T^2}} \frac{\mu}{\varepsilon}, \frac{6k}{\sqrt{6C\varepsilon \nu^2 S}} \right] \right]$$  

(17)

Stagnation Length scale:

$$L = C_L \text{Max} \left[ \text{Min} \left[ \frac{k^{3/2}}{\mu}, \frac{k^{3/2}}{\sqrt{6C\varepsilon \nu^2 S}}, \frac{C_v (\mu T)^{3/4}}{\varepsilon^{3/4}} \right] \right]$$  

(18)

Boundary conditions on wall:

$$k_v = 0 , \nu^2_v = 0 , f_v = 0 , \epsilon_v = \frac{2\mu k}{\nu_t^2}$$  

(19)

Also those constraints are used to improve the convergency

$$f = \text{Min} \left[ f, \frac{1}{T} \left( C_k - 6 \right) \frac{\varepsilon^2}{k} - \frac{2}{3} (C_v - 1) \right] + \frac{C_p}{k}$$

$$\frac{\varepsilon^2}{k} = \text{Min} \left[ \frac{\varepsilon^2}{k} \frac{0.6}{\sqrt{6C\varepsilon \nu^2 S}} \right]$$  

(20)

The code is a finite volume computer code that uses collocated variable arrangement and Cartesian velocity components for prediction of mass, heat, and momentum. A schematic representation of the impinging jet configuration is
shown in Fig. 6. Due to geometric and physical symmetry, only the flow field within the domain shown in Fig. 6 was solved numerically. The following boundary conditions were used: the impinging surface was specified as an isothermal wall; constant temperature equal to that of the jet was set to the top confinement wall; the uniform velocity, temperature, turbulent kinetic energy and energy dissipation rate profiles were assumed at the nozzle exit; symmetry and outflow boundary conditions were assumed at symmetry and outlet planes; without special statement, turbulence intensity and length scale at the nozzle exit were set to be 2% and 0.05D, respectively.

In the interest of accuracy, the governing equations were discretized using a second-order upwind interpolation scheme. The convergence criteria were specified as follows: the normalized residuals of all dependent variables must be less than $10^{-5}$. To resolve the near-wall region with large gradients satisfactorily, finer computational grids were set near the wall such that $y^+$ was always kept below unity for all cases.

![Figure 6: Solution domain and boundary conditions for numerical simulation (all dimensions in cm)](image)

To ensure the attainment of grid-independent results, the sensitivities of both grid numbers and grid distributions were tested for each case. Typically, a grid density of $210 \times 21 \times 90$ provides a satisfactory solution for the example shown at $H/D=7$. 

![Generated grid in XZ plane](image)
3. Results and Discussion

3.1 ANN-GA Models Results

Table 1, shows the ANN model performance for training and testing datasets. Fig. 9 shows the performance of the neural network for prediction of the quality attributes using the experimental data (banooni et al.)[33]. As it is clear, the network predicts these parameters with a high accuracy. Experimental results provide investigators information but in discrete values of input variables. Therefore, using the modeling results rather than experimental ones, the trade-off between quality attributes was studied more accurately and comprehensively.

As it is clear from the foregoing discussions, finding an optimum combination of jet temperature, jet velocity and time which provides all the quality attributes may not be achieved intuitively. For this reason, genetic algorithm, as an optimization tool, was employed to find the optimum solution. Based on the experimental results, the objective functions can be rewritten as follows:

\[
g_i(x) = |f_i(x) - 100|
\]

\[
g_2(x) = |f_2(x) - 0.35|
\]

\[
g_3(x) = |f_3(x) - 17.5|
\]

\[
g_4(x) = -f_4(x)
\]

(21)

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>ANN model performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Performance</td>
</tr>
<tr>
<td>Training dataset</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
</tr>
<tr>
<td>Testing dataset</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
</tr>
</tbody>
</table>
However, the acceptable range of quality attributes should be specified experimentally. The crumb temperature, as stated before, must reach to 100 °C in order for the process of starch gelatinization to be completed. For the moisture content, the acceptable range differs for different types of the bread, but a range of 30 to 35 percent seems appropriate for the samples used in this study. Therefore, a moisture content of 35% was taken as target. For the crust color, the acceptable color ranges from 15 to 20. Therefore color equal to 17.5 was taken as the most desired for this case. The relative volume is needed to be maximized, so the negative value of the thickness should be minimized.

Using GA, the Pareto optimal set was finally acquired as shown in table 2 (more details can be fined in banooni et al. [34]. All of 13 solutions in table 2 are equivalent from the mathematical point of view. Looking practically, however, the solutions may differ. As can be seen, the jet temperature varies from 177.8 to 190.08 °C, jet velocity from 8.33 to 9.80 m/s and baking time from 4.85 to 8.53 minutes. For the mass production purposes, reducing 2 minutes from the baking time (out of 7.44 min.) through an increase of 9 °C in jet temperature and a little increase in jet velocity seems desirable (comparing the

<table>
<thead>
<tr>
<th>No.</th>
<th>Jet Temperature (°C)</th>
<th>Jet Velocity (m/s)</th>
<th>Baking Time (min)</th>
<th>Crumb Temperature (°C)</th>
<th>Moisture Content (%)</th>
<th>Color Change (ΔE)</th>
<th>Relative Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>186.43</td>
<td>8.33</td>
<td>8.53</td>
<td>106.39</td>
<td>34.39</td>
<td>19.91</td>
<td>1.45</td>
</tr>
<tr>
<td>2</td>
<td>185.94</td>
<td>9.32</td>
<td>7.06</td>
<td>107.9</td>
<td>35.43</td>
<td>17.44</td>
<td>1.51</td>
</tr>
<tr>
<td>8</td>
<td>190.08</td>
<td>8.46</td>
<td>5.52</td>
<td>103.86</td>
<td>35.75</td>
<td>16.51</td>
<td>1.48</td>
</tr>
<tr>
<td>11</td>
<td>180.97</td>
<td>8.91</td>
<td>7.44</td>
<td>105.98</td>
<td>35.26</td>
<td>15.59</td>
<td>1.53</td>
</tr>
</tbody>
</table>
solutions No. 8 and 11 in table 2). As gaining the lower baking time by means of impinging jets is one of the aims of this study, solution No. 8 was taken as the best answer, i.e. jet temperature of 190.08 °C, jet velocity of 8.46 m/s and baking time of 5.52 min. In addition, this solution is of the best ones based on the acquired values for quality attributes. The crumb temperature of 103 °C guarantees the starch gelatinization. The moisture content is so close to the desired value, that is 35%. Color change is in the acceptable range and the volume is increased by about 50% which is good enough.

### 3.2 Numerical Simulation Results

#### 3.2.1 Impingement Heat Transfer Distribution

With a single jet, very high heat transfer can be achieved in the stagnation region, but further away from the stagnation point the heat transfer rate decreases rapidly. As a result, the total heat transfer field is highly non-uniform as shown in Fig. 10. Therefore, industrial applications must use multiple impinging jets, which enhances the heat transfer over the desired area and also improves its uniformity. The optimum performance of the multiple impinging jets depends primarily on the jet nozzle distance from the targeted wall (H/D), geometrical arrangement of the jets, viz. the distance between the jets (S/D), and the relative positioning (staggered, hexagonal, rectangular arrangement, etc.). If the spacing is too large, one ends up with many single jets, obviously with poor heat flux uniformity. If they are too close, the jets start to influence each other and may reduce the heat transfer significantly.

![Figure 10: Single jet Nu distribution at H/D=5, Tj= 200°C and Vj= 10 m/s](image)

Multiple jet arrangement increases uniformity across the total target area but each jet has a sharp peak that results in increased non-uniformity of the local heat transfer distribution. According to the oven air circulation in solution domain, from left symmetry plane to the outlet, the right jets are affected by cross flow as is shown in Fig. 11. In the south plane, the cross-flow effect is negligible for the middle jet but heat transfer coefficient in the stagnation region decreased about 16% for the third jet.[35]

![Figure 11: Nu distribution for a middle finger row of jets in XZ plane at H/D=7, Tj= 200°C and Vj= 10 m/s](image)
More uniformity is also produced by the staggered arrangement. According to Figs 12 and 13, the valleys between the peaks are well compensated with staggered side jet rows.

Jet temperature variation does not affect the Nu distribution as shown in table 3. Also, bread surface temperature rise had a negligible effect on jet Nu value. Against the jet temperature, jet velocity had a much greater effect on jet Nu number, as shown in table 4.

**TABLE 3**

<table>
<thead>
<tr>
<th>$T_j$ (°C)</th>
<th>$Nu_{max}$</th>
<th>$Nu_{Ave}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>41.28</td>
<td>15.46</td>
</tr>
<tr>
<td>175</td>
<td>41.08</td>
<td>15.53</td>
</tr>
<tr>
<td>200</td>
<td>40.87</td>
<td>15.47</td>
</tr>
<tr>
<td>225</td>
<td>40.46</td>
<td>15.71</td>
</tr>
<tr>
<td>250</td>
<td>40.25</td>
<td>15.78</td>
</tr>
</tbody>
</table>
3.2.2 Even/Uneven Bread Baking

Apart from the consideration of impingement heat transfer uniformity, in bread baking, because of the large surface area, more consideration is required to produce even bread loaves. According to our comprehensive investigation, the sample bread is baked for 5 minutes at 175–200°C and 10 m/s jet temperature and velocity. At this condition and H/D= 7, top surface temperature and average color changes were in the range 115–130°C and 15–20, respectively.[33]

Bread color is an important characteristic of baked products dictating consumer preference. In bread baking, crust browning reactions or surface color change occurs at temperatures exceeding 110°C and are complete when the temperature reaches 150°C. According to Fig. 14, the main color changes occur in the last few minutes of baking when the bread surface temperature reaches 110°C. Small differences in surface temperature in this period of baking cause extreme local surface color change.

Figure 15 shows non-uniform bread surface color (dark point) under two jet rows. The variation in surface color is the consequence of the heat transfer distribution on the bread surface.

---

**TABLE 4**
Effect of jet velocity on $Nu_{max}$ and $Nu_{ave}$

<table>
<thead>
<tr>
<th>$V_j$ (m/s)</th>
<th>$Nu_{max}$</th>
<th>$Nu_{ave}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8.88</td>
<td>3.04</td>
</tr>
<tr>
<td>4</td>
<td>15.54</td>
<td>5.33</td>
</tr>
<tr>
<td>6</td>
<td>24.43</td>
<td>8.38</td>
</tr>
<tr>
<td>8</td>
<td>33.98</td>
<td>12.83</td>
</tr>
<tr>
<td>10</td>
<td>40.87</td>
<td>15.47</td>
</tr>
</tbody>
</table>

---

Figure 14: Surface color change and surface temperature at $T_j= 200°C$ and $V_j= 10$ m/s

Figure 15: Nu distribution in XZ plane for two jet rows of a middle finger in oven
3.2.3 Effect of H/D on Even/Uneven Surface Color

According to our experiments, uneven bread surface color was observed at H/D=4. Fig. 16 shows maximum surface color values at different H/Ds (Tj=180°C, Vj= 10 m/s, baking time= 5 minutes). As observed in Fig. 16, at H/D greater than 4, the maximum values of surface color decreased and acceptable even baking was achieved. The optimal H/D was observed to be around 6–7 at the beginning of baking for the thin bread examined here (2 cm).

![Figure 16: Max. surface color Changes vs. H/D at Tj=180°C, Vj= 10 m/s and baking time= 5 minutes](image)

3.2.4 Effect of Jet Velocity on Even/Uneven Surface Color

Fig. 17 shows the effect of jet velocity variation on final baking condition. Surface color change at Vj > 6 m/s was more visible. For jet temperatures between 175 and 200°C, the velocity variation in finger nozzles up to 20% assures evenly baked loaves, as was seen in experiments. This required great consideration in finger design in impingement ovens.

![Figure 17: Average surface color change vs. jet velocity at Tj= 200°C, baking time= 5 minutes](image)

3.2.5 Effect of Jet temperature on Even/Uneven Surface Color

At high jet temperatures (Tj > 200°C), uneven baking appears as dark spots directly under the nozzles (dark surface obtained when $\Delta E > 30$). Fig. 18 shows the average surface color at baking temperatures in the range 170–250°C. Setting Tj < 200°C can assure even baking conditions. Because of temperature uniformity in an impingement oven, only localized uneven conditions caused by temperature beyond 200°C for this jet temperature effect was negligible.

![Figure 18: Average surface color change vs. jet temperature at Tj= 200°C, baking time= 5 minutes](image)
4. Concluding Remarks

This study shows that inductive modeling techniques using ANN models make it possible to obtain relatively accurate predictions of product quality variations. The ANN modeling approach is nevertheless of considerable technological interest since a functional form of the relationship between process data and product quality data can be estimated without a priori putting forward hypotheses on the underlying physico-chemical mechanisms involved. This is why a wide range of experimental conditions were tested. Hence, the ANN modeling technique seems to be a promising tool for predicting product quality changes during baking or dehydration processes.

Considerable reduction in process time and improvement in product quality can be obtained using impingement ovens. A point of concern when using air impingement systems is the wide variation of heat transfer coefficient on the surface of a product. This can cause undesirable variation in certain quality attributes. Two types of uneven baking may occur in impingement baking: uneven surface color for each loaf and uneven loaf color related to each other. The first occurs due to local heat transfer distribution resulting from the nozzle arrangement and the second due to non-uniform jet exit velocity distribution in oven cavity. At H/D > 4 and jet temperatures <200 °C and jet velocity of 10 m/s, local heat transfer distribution and surface darkening was negligible and an even surface color was obtained.
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